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Abstract—It is considered the structural synthesis of hybrid neural networks ensembles. It is chosen the
ensemble topology as parallel structure with united layer. It is developed a hybrid algorithm for the
problem solution which includes some algorithms preliminary choice of classifiers(modules of neural
networks-hybrid neural networks, which consist of Kohonen, basic neural networks and bi-directional
associative memory), creation the bootstrap training samples for every classifier, training these
classifiers, optimal choice of necessity ones, determination of layer union weight coefficients, ensemble
pruning. For the solution of optimal choice classifiers it is used two criteria: accuracy and variety.

Index Terms—Hybrid neural networks ensembles; classifier; bootstrap training sample.

I. INTRODUCTION

For today artificial neural networks (ANN) are
widely used in science and industry for the solution
of different problems. But for increasing of their
efficiency it is necessary to design powerful ANNSs,
which have a high accuracy and simple algorithms
of training. For this purpose it is created the
methodology which includes the creation: modules
of ANNs and ensembles of modules [1]-[6].

II. OVERVIEW OF METHODS FOR CONSTRUCTING
ARTIFICIAL NEURAL NETWORK ASSEMBLIES

An ensemble of neural networks is a group of
topologies, united into a single structure, which may
differ in architecture, learning algorithms, training
criteria, and types of generating neurons. In another
variant, the term ensemble means “united model”,
the output of which is a functional combination of
outputs of individual modules.

Input data can be broken down into certain
groups for processing in different ANNs or applied
to all networks at the same time.

Formation of the ANN ensembles requires a
meaningful optimization of two criteria — the
qualitative training of a separate ANNs and their
optimal association. Well-known algorithms are
divided into two classes: algorithms that for new
classifiers change the distribution of learning
examples based on the accuracy of the previous
modules (boosting), and those in which new
members of the ensemble learn independently from
others (Bagging). The main algorithms of combining
the ANN in the ensemble and their disadvantages
are shown in Table. I.

III. STRUCTURAL-SYNTHESIS OF HYBRID NEURAL
NETWORKS ENSEMBLES ALGORITHMS

The creation of structural-synthesis of hybrid
neural networks ensembles algorithms represents a
very complicated problem. It is a “struggle” between
accuracy and complexity. In general it must include
the next algorithms:

— preliminary choice of classifiers(modules of
neural networks-hybrid neural networks, which
consist of Kohonen, basic neural networks and bi-
directional associative memory);

— creation the bootstrap training samples for
every classifier;

— training these classifiers;

— optimal choice of necessity ones;

— determination of module union coefficients;

— prunning for the solution of optimal choice
classifiers, it is used two criteria: accuracy and
variety.

IV. CHOICE OF ENSEMBLE STRUCTURE

Let’s consider the principles of constructing
ensembles of hybrid ANN of successive and parallel
structures.

The structure of the organization of a consecutive
ensemble consists in supplying the output data of one
module to the inputs of another module. A similar
structure is used to restore input data or to improve
their differences (normalization) for performing the
main task (approximation, classification, etc.).

The general scheme of the serial connection of
the modules is shown in Fig. 1.
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Fig. 1. Consistent connection of modules
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TABLE 1.

CHARACTERISTICS OF THE ALGORITHMS OF THE ASSOCIATION OF EXPERT OPINIONS

Technology

Methodology for obtaining the result

Disadvantages

Static structures

Boosting

Each new SNN is based on the results
previously built.

The presence of more examples of study
sample. The degeneration of the SNM
ensemble into a complex inefficient neural
network structure, requiring a large amount
of computing resources. The latest ANN are
learn on the “toughest” examples.

Stecking

Applying the concept of the meta
training

The complexity of the theoretical analysis
through the set of sequentially shaped
models. Possible growth of metamodel
levels, which can lead to a rapid depletion
of computing resources.

Bagging

Formation of the ANN set on the basis of
the set of subsets of the training sample

and the subsequent integration of the
results of the work of the ANN.

Additional computational costs associated
with the need to form a large number of
subsets of the learning sample. The subsets
of the examples differ from each other but
are not independent, since all of them are
based on the same set. To operate the

algorithm, a large amount of data is required
for tuning and learning.

Dynamic structures

Mixing of the results of
the work of the ANN

Combining knowledge of ANNs through
the use of the gateway network

An algorithm demanding computing
resources in the breakdown of the output
space. It becomes possible to create a large
number of areas, which will lead to
excessive clustering of space and will create
a large group of basic ANNs with a complex
mechanism of interaction through the
networks of the gateway.

Learning and setting up a hierarchical model
represents a complex computational
process. The learning process based on the
stochastic gradient is based on the
adjustment of the weight coefficients of the
ANN, the network of the gateway of the
first and second levels, which leads to a
complex algorithm of complex optimization
of the entire neural network machine.

An ensemble in which the input data is set
simultaneously to all the modules that make up the
hybrid neural network is called parallel. The main
element of setting up such an association is the
“layer of association”, which is responsible for
aggregating the results of the various components of
the ensemble. The general structure of the parallel
ensemble of modules of neural networks is shown
in Fig. 2.

A parallel ensemble of neural network with union
layer, which is the most generalizing structure, is
shown in Fig. 3.

The main disadvantage of the sequential-parallel
ensemble is an overly complex algorithm of training
with probabilistic convergence.

» Module 1

» Module 2 { »

» Module N

Union layer

Fig. 2. Parallel connection of modules of neural
networks

V. PROBLEM STATEMENT OF NECESSITY
CLASSIFIERS OPTIMAL CHOICE

Let D = {d,, ...., dy} be the set of N data points,
where d; = {(x;, y;) | i € [1, N]} pair of input characters
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and the label representing the i-th data point, C = {c,,
...., ey} the set of M-modules, where c; (x;) gives the
prediction of the ith module in the jth point of the

data, V= 0, VW WO = v i e [,

—» Module 11 [—» oo
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Fig. 3.

It is necessary on the basis of the accuracy and
diversity of the classifiers C = {cy, ...., ¢y} to select
members for the formation of the ensemble, having a
test data set and considering that the networks were
previously trained on bootstrap samples [1].

V. NECESSITY CLASSIFIERS OPTIMAL CHOICE
OF PROBLEM SOLUTION

From the point of view of the criteria of
accuracy, the elements of the ensemble must be
hybrid neural networks (modules). Providing
diversity is achieved by learning the elements of the
ensemble on different sets of data that can be got
through the use of the bootstrap method.

The main idea of the bootstrap is that the method
of statistical tests Monte—Carlo repeatedly extract
repeating samples from the empirical distribution:
we take a final set of n members of the initial sample
X1, X2, +..r X1, Xn, from where in each step with n
sequential iterations using a random number
generator that is evenly distributed in the interval
[1, n], “extracted” an random element x;, which
again “returns” to the output sample (that is, it can
be extracted repeatedly).

Therefore, the preliminary stage of building the
ensemble is the creation of the main classifiers,
which should be independent [1].

1) It is had a set of learning examples

(%, 1) (%05 ¥, ) With labels ye{l, ..., k}.
2) Get t bootstrap samples D,.

3) Independently (in parallel) to
classifiers #,, each in their sample D,.

teach ¢

4) Obtain the predictions of each classifier ¢, for
the jth data point d, on the test sample and

determine the individual contribution.

N]} is the set of vectors where v, is the number of
predictions for the ith point of the data element of the
ensemble with majority voting (by majority voting),
and L is the number of output markers.

—>
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Parallel structure of ensemble with union layer of neural networks

o If the forecast c,(x;) is »;, then ¢; makes the
correct predictions in c;.
— If the forecast c¢,(x;) belongs to a

minority group, then the individual contribution is
calculated according to the formula

) — ) )
ICi _2Umax _Uc,.(x,.v (1)

— If the forecast c,(x;) belongs to the
majority group, then the individual contribution is
calculated by the formula

ICY =v{). 2)

sec

o If the forecast c;(x;) is not equal y; the
individual contribution is calculated by the formula

2).

5) Determine the individual contribution of the
classifier ¢; according to the formula, where,
depending on item 4, an appropriate coefficient is
put into unit.

6) Add a couple (c,,IC*”) in the list OL and
sort in descending order.

7) Determine the parameter p, which is the
desired percentage of classifiers C, which should be
preserved at the exit of the subensemble. This
parameter is determined based on existing resources
such as memory and time consuming.

8) Knowing the desirable cost of resources and
real, bring out the first p percent of the list as a
shortened and punctured ensemble.

9) To define the weight coefficients of association
of the modules in an ensemble after a formula

c(f,(x)

- Selhe)
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B. M. Cuneraasos, O. I. Uymauenko, O. P. Benyxa. CTykTypHuii cuHTe3 riopuaHux aHcaMmoOJiB HelpPOHHMX
Mepex

Po3risinyTo CTpYKTYpHUMI cHHTE3 aHCaMOJIiB TIOpHIHUX HEHPOHHHMX Mepexk. Y SIKOCTi Tomosorii aHcamOir0 BHOpaHa
mapajenbHa CTPYKTypa 3 miapoM o0'emHaHHsA. Po3poOiieHuid TiOpUAHWN aarOpuTM PO3B’s3aHHA 3aJadi BKIIIOYAE
aITOPUTMHU TIONIEPEAHBOr0 BHOOPY Kiacu(ikaTopiB (MOAYJiB HEHPOHHHX MepeX — TiOpHuaHI HEHpOHHI Mepexi, sKi
CKJIaJIal0ThCs 3 HeWpOHHUX Mepex KoxoHeHa, 0a30BOI i JBOHAIIPABJICHOI aCOI[IaTUBHOI MaM’siTi), CTBOPEHHS OyTCcTpen
HaBYAIBHUX BHOIPOK ISl KOKHOTO Kiacu(ikaTopa, HaBYaHHS IUX Kiacu(ikaTopiB, ONTUMAIbHUI BUOIp HEOOXITHMX
KiacuQikaTopiB, BU3HAUEHHS BaroBux KoeQilli€HTIB Iapy o0'€qHaHHS, CHpPOLIEHHS aHcamOiro. s BupimeHHs
3aBJIaHHS ONTHMAJIBHOI'O BHOOPY Kiacu(ikaTopiB BAKOPUCTOBYIOTHCS 1Ba KPUTEPIi: TOUHICTH 1 pi3HOMaHITHICTb.
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