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Пояснювальна записка до дипломної роботи «Процес прийняття рішень під час тренажерної підготовки авіадиспетчера»: 91 сторінка, 11 рисунків, 9 таблиць, 10 використаних джерел.
Об’єкт дослідження – процес прийняття рішень диспетчерами УПР.
Предмет дослідження – процес прийняття рішень під час тренажерної підготовки авіадиспетчера.
Мета роботи – визначення процесуальних складових прийняття рішень різними групами.

Метод дослідження – практичне визначення.

Сучасна авіація характеризується впровадженням нових технологій, процедур та методик. Останнім часом особливу увагу приділяють питанню завантаженості диспетчера, яке є досить актуальним сьогодні. Адже це дозволить досягнути високих показників щодо ефективності роботи диспетчера.

Необхідно враховувати таку важливу характеристику професійної діяльності авіадиспетчера, як процес прийняття рішень. Від специфіки протікання цього процесу, зокрема його часової складової залежить ефективність роботи диспетчера в цілому. Саме тому необхідно аналізувати процесуальні характеристики прийняття рішень авіадиспетчерами та, по можливості, оптимізувати їх, наскільки це можливо.
ПРИЙНЯТТЯ РІШЕНЬ, ПРОЦЕС ТА ПРОЦЕСУАЛЬНІ ХАРАКТЕРИСТИКИ ПРИЙНЯТТЯ РІШЕНЬ, МОДЕЛЬ SHELL.
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ABSTRACT
Explanatory note to the master’s thesis, “ Decision-making process during simulator training of air traffic controller ”: 91 pages, 11 figures, 9 tables, 10 references.
Investigation object – ATC decision making
.

Investigation subject – decision making time.

Purpose of the work – calculating of decision making time among group of students.

Investigation method – practical calculating.

Modern aviation is characterized by the introduction of new technologies, procedures and techniques. Recently, special attention is paid to ATC workload, which is still relevant today. After all, it will help to reach high levels of ATC work effectiveness.

It’s necessary to take into account such important indicator as decision making time. Effectiveness of ATC work depends generally on it. That’s why it’s important to analyze decision making time and to reduce it as much as possible.
DECISION MAKING, DECISION MAKING PROCESS, DECISION MAKING TIME, SHELL MODEL.
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INTRODUCTION

Thesis actuality. It is very important to provide safe, ordinary and expedite air traffic. The amount of people, who use air transport, is growing from day to day. That is why, it is very necessary to handle with capacity that is arisen.

Today it’s very important to increase capacity and decrease workload of Air Traffic Controllers. The main indicator in reaching this aim is decision making time. Decreasing it we will really reach safe, ordinary and expedite air traffic.

Goal of the work – analyzing and investigation of current Air Traffic Control decision making time in Ukraine. For achieving of this goal the following tasks have been established:

· to analyse and investigate present decision making process

· to analyse and investigate current decision making time among ATC-students;

· to evaluate all received results.

Generally, decreasing of ATC decision making time at Ukraine would bring a lot of advantages and benefits for our country. 
CHAPTER 1. 
DECISION MAKING PROCESS

1.1. Process of decision making
Decision making can be regarded as the cognitive process resulting in the selection of a belief or a course of action among several alternative possibilities. Every decision-making process produces a final choice that may or may not prompt action. Decision-making is the study of identifying and choosing alternatives based on the values and preferences of the decision maker. Decision making is one of the central activities of management and is a huge part of any process of implementation.
Steps of  Decision  Making  Process
Following are the important steps of the decision making process. Each step may be supported by different tools and techniques.
Step 1: Identification of the purpose of the decision

In this step, the problem is thoroughly analysed. There are a couple of questions one should ask when it comes to identifying the purpose of the decision.

What exactly is the problem?

Why the problem should be solved?

Who are the affected parties of the problem?

Does the problem have a deadline or a specific time-line?

Fig.1.1 - Steps of decision making

Step 2: Information gathering

A problem of an organization will have many stakeholders. In addition, there can be dozens of factors involved and affected by the problem.

In the process of solving the problem, you will have to gather as much as information related to the factors and stakeholders involved in the problem. For the process of information gathering, tools such as 'Check Sheets' can be effectively used.

Step 3: Principles for judging the alternatives

In this step, the baseline criteria for judging the alternatives should be set up. When it comes to defining the criteria, organizational goals as well as the corporate culture should be taken into consideration.

As an example, profit is one of the main concerns in every decision making process. Companies usually do not make decisions that reduce profits, unless it is an exceptional case. Likewise, baseline principles should be identified related to the problem in hand.

Step 4: Brainstorm and analyse the different choices

For this step, brainstorming to list down all the ideas is the best option. Before the idea generation step, it is vital to understand the causes of the problem and prioritization of causes.

For this, you can make use of Cause-and-Effect diagrams and Pareto Chart tool. Cause-and-Effect diagram helps you to identify all possible causes of the problem and Pareto chart helps you to prioritize and identify the causes with highest effect.

Then, you can move on generating all possible solutions (alternatives) for the problem in hand.

Step 5: Evaluation of alternatives

Use your judgement principles and decision-making criteria to evaluate each alternative. In this step, experience and effectiveness of the judgement principles come into play. You need to compare each alternative for their positives and negatives.

Step 6: Select the best alternative

Once you go through from Step 1 to Step 5, this step is easy. In addition, the selection of the best alternative is an informed decision since you have already followed a methodology to derive and select the best alternative.

Step 7: Execute the decision

Convert your decision into a plan or a sequence of activities. Execute your plan by yourself or with the help of subordinates.

Step 8: Evaluate the results

Evaluate the outcome of your decision. See whether there is anything you should learn and then correct in future decision making. This is one of the best practices that will improve your decision-making skills.

1.2. Decision making of ATCO

Air traffic is influenced by factors of uncertainty and risk and is characterized by rapidity of processes, dynamic air situation, a large volume of data and high levels of emotional stress of the controller. Providing the accurate and complete information increases the possibility of making the right decision by the ATCO and it effects reduce risk. The presence of the inaccurate, contradictory and incomplete information about the flight, insufficient level of training, psycho-physiological state in turn increases the risk of making an erroneous decision and, consequently, the occurrence of unexpected, unconventional situations that make a threat to safe flight operations. Thus, there is actual scientific and practical task of developing effective methods of decision-making in the air traffic service. 

Too much attention in scientific works of leading scientists in the field of aviation is given to local action on the prediction, identification and management of risk factors, as well as coverage of major methodological issues concerning the creation and use of mathematical models of safety management level, but not enough material that would contain methodological basis of decision-making in all phases of professional aviation dispatchers.

That is why it can be argued that a number of aviation accidents and incidents fault of controllers was caused by human factor, its unreliability as an element of "manager - information environment - the crew of the aircraft". This is due to the fact that during the decision making information which was not timely, incomplete or incorrectly interpreted was used and analyzed mistakenly by the controllers due to their psychophysical condition and a low level of professional training. In the process of air traffic controller actively interact with different sources of information and views. Making the right decision depends on whether the controller can correctly perceive and analyze available information on conditions of air traffic services and flight operations. That is why making the right decisions controller should analyze all elements available information, including mandatory include: 
- Information about the dynamic radar air situation; 
- Information about the planned movement of aircraft; 
- Meteorological information;

- Information about the ban and restrictions on the use of airspace as in its area of ​​responsibility and abroad; 
- Information about the technical condition of airfields; 
- Information about the status of terrestrial radio equipment. 
Analysis of radar data about air dynamic situation allows the controller securely control the movement of aircraft and timely provide reasonable guidance for set intervals between them in order to avoid collisions. Planned analysis of traffic of aircraft dispatcher makes it possible to predict in advance the emergence of conflicts between the aircraft and remove them promptly. Analysis of information on meteorological conditions allows the dispatcher to plan flight levels (heights), flight routes and air traffic depending on the presence of dangerous meteorological phenomena (thunderstorms, hail, icing, turbulence). If any exists ATCO should not give instructions to the cabin crews for using flight levels and routes, so they continue vacate it or they don’t use areas with thunderstorms, creating conflicts with other aircraft. Analysis of information on the prohibition and restriction of the use of airspace in ATCOs area of ​​responsibility and beyond allows the ATCO to predict in advance the movement of aircraft, and if conflict resolution or bypass zones with dangerous weather conditions permit crews of aircraft to depart on time from the set route with no safety threat. Analysis of information on the technical condition of airfields allows the ATCO in case of special circumstances in the flight of aircraft crew immediately help in choosing the airport for an emergency landing while taking into account the type of aircraft and ground radio equipment, which provides approach and landing at the airport. Analysis information on the technical condition of terrestrial radio and its activities timely provision of aircraft crews, especially during the implementation approach and landing in adverse weather conditions by the ATCO guarantee a safe flight performance.

The decision is based on continuous and comprehensive analysis of all sources of available information and is the most difficult and responsible task of ATCO in the air traffic service. Getting accurate and timely information on the weather conditions, scheduling the movement of aircraft, technical support and order of flights is necessary but not sufficient condition for making the right decision by ATCO. Among these conditions for making the right decision air traffic controller  draw attention to the presence of the required professional knowledge, skills, experience, creating conditions for proper search and selection of necessary information and understanding. This knowledge and experience is a prerequisite for enhancing the reproduction and presentation. The ability to quickly detect and recognize a particular situation, analyze and promptly make the right decisions based on the available information and indicates a high level of reliability dispatcher. An important condition, which based the right decision is the ability dispatcher to deep and comprehensive analysis of the dynamic air situation. The ability of the air traffic controller to quickly perceive, analyze and forecast the trajectory of aircraft using the available radio equipment, as well as time limits in the area of ​​responsibility and structure of the airspace, so you can make the right decision and provide a reasonable indication of authorization or other information the crew of aircraft, creating therefore prerequisites for the proper and timely performance of necessary actions with piloting of aircraft that positively affect the safety of the flight. In practice controller may experience various cases of difficult situations: 
- Complexity of the conditions of the flight; 
- Creation of special situations in flight; 
- Intense psychophysiological state controller.

These situations and conditions arising in cases where the controller provides air traffic control with insufficient information available to him. These factors adversely affecting the psycho-emotional state but despite this, controller must perceive, analyze and make the right decision whose impact on the safety of the flight of aircraft may be crucial. To minimize the risk of negative impact of these factors on the controller when air traffic control in complex air situation and difficult circumstances, it is necessary in the simulator and practical training to form his skills with perception, analysis and decision-making with all the elements of information. The presence of human psychological and personality traits like self-control, psychological stability, foresight, ability to perceive information in a complex air and meteorological situation, its analysis and forecasting of situations in the area of ​​responsibility, contribute to the formation of skills at the same time taking into account information that comes from more than one source switch attention to more important information or the situation in the air and adequately to react. The famous Russian psychologist PS Gurevich aptly noted that excited and alarmed people rarely behave more intelligently than the rest. In everyday life, people often assumed alarmed senseless mistakes. Therefore, says the scientist, people who can control themselves and are able to seek and obtain further information about the events actually keep the peace. Anticipate developments on the basis of available information and predict traffic conditions airships - is one of the most important professional properties dispatcher when air traffic control, which is developed and improved during simulator training and during long-term activity of air traffic control.

Air traffic controller must: 
- Constantly analyze dynamic air situation; 
- To find in time the right solution for complications terms of flights and air traffic; 
- Without creating a shortage of time to provide appropriate guidance, advice and authorizations crews of aircraft. 
When more analyzes all elements of information concerning flights, the more solutions to conflict is found early, the more accidents can be avoided and more reasonable and correct decisions are taken. Ability of the controller based on available information to predict the dynamic development of the air situation is based on the large professional experience of air traffic control on professional knowledge and skills to operate them. Without reasonable foresight air traffic is reduced to parry unexpected dynamic air situations, increasing the workload on ATCO thus creating conditions for the emergence of errors that can lead to erroneous decisions maked by the controller, which in turn may affect safety. Consequently, foresight, based on all the available elements of information has important psychological value for the controller. Using the information needed to plan their activities for a few minutes ahead the ATCO creates a stable environment of calm, which is a prerequisite for safe flight performance. The dispatcher confidence appears, thus his professional reliability increase. Obviously, it is impossible to predict. Therefore making the right decisions fast controller affects his great professional experience and personal qualities of his character - self-control, fast response perception of air situation, the ability to switch attention, ingenuity when deciding.

Controllers collaborate with pilots, technical staff, management, and other controllers to assure the safe, orderly, and expeditious flow of air traffic. They ensure safety by guaranteeing minimum separation between aircraft. To do so, they must reserve a block of airspace around each aircraft. This space is defined by altitude and lateral dimensions and is shaped like a “hockey puck”. The size of the reserved block has different values in different regions of the airspace, as defined in the ATC Handbook. For example, under Instrument Flight Rules (IFR), the minimal vertical separation is 1000 feet at or below Flight Level (FL) 290. Above, it becomes 2000 feet. Factors like the aircraft performance characteristics and navigation systems in use also determine the size of the restricted airspace. The role of the controller is to not let the reserved airspace of two aircraft overlap. If they do overlap, a separation error occurs. 
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Fig. 1.2 – Illustration of aircraft restricted airspace.

ATCSs use different techniques to ensure aircraft separation. Some of the most common ones are speed control, altitude change, radar vectors, and holding patterns. The frequency with which controllers use separation techniques differs greatly from one type of facility to another. For example, reducing speed in ACC may not be desirable because it would reduce air traffic efficiency. However, final approach controllers in terminal radar approach control facilities may use speed control extensively. 

Ensuring the safety of aircraft is a controller’s main priority, but another mission is to guarantee the efficient flow of traffic through the area of responsibility. Provided that safety is not compromised, airline companies, pilots, and the traveling public have an interest in efficient traffic flow. Controllers must address the sometimesconflicting goals of safety and efficiency “through an intricate series of procedures, judgments, plans, decisions, communications, and coordinated activities” in an environment in which errors may have dramatic consequences. 

Decision makers working in complex environments make errors. In the context of ATC, it was proposed that there are two types of errors: operational errors and controller errors. An operational error is a formal designation and occurs when the reserved airspace of two aircraft overlap or when minimum separation criteria are not met between aircraft and terrain, obstacles, or obstructions. This type of error has more serious safety implications. Controller errors refer to “a much wider range of inappropriate behaviors that result from breakdowns in information processing”.  These errors may have minor safety implications or severe ones. 

Most operational errors are made under conditions of moderate to light levels of workload, traffic complexity, and traffic volume, and when controllers are working under the combined radar/radar associate function. Redding and his colleagues suggested that deficient Situation Awareness (SA) due to a lack of vigilance in monitoring caused many errors. It was confirmed the previous findings when observing that most operational errors occur with traffic levels of moderate complexity, with an average of only eight aircraft under control, and immediately following a shift break. Also was proposed that failure to maintain adequate SA was a major cause of operational errors. 

Faulty controller decision making may also result in operational errors or compromised safety. For example, in November 1975, an Eastern Airlines DC-10 and a Trans World Airlines L-1011 almost collided head-on while operating on the same airway at FL 350. The pilot of the DC-10 avoided the midair collision with an evasive maneuver that still resulted in 24 persons being injured. Investigation of the incident revealed that a Cleveland ARTCC radar controller had cleared the Eastern Airlines flight to climb through FL 350 to FL 370, while the L1011 was cruising at FL 350. The controller was aware of the potential conflict but decided to wait hoping that separation would be ensured when the two aircraft passed each other. This is referred to as “anticipated separation.” The controller assumed that he could keep monitoring the aircraft on his radar and determine in time if new clearances would need to be issued. However, the controller became absorbed with secondary tasks, and another controller relieved him 1 minute before the near-collision. The second controller detected the unresolved conflict 50 seconds after taking over the position and immediately instructed the DC-10 to descend. One second before the descent instruction was issued, the DC-10 captain sighted the other aircraft, which prepared him to execute the evasive maneuver promptly. Deficient decision making, the first controller’s decision not to take immediate positive action, almost caused a midair collision. 

Despite the challenges confronting ATCSs, the number of operational errors is still relatively low. However, the projected increase in air traffic will put more pressure on the system and emphasize the need to reduce the likelihood of errors. The Panel on Human Factors in Air Traffic Control Automation suggested “decision making may be improved by training and displays that are sensitive to strategies that do work in real-world environments”. The group subsequently recommended that automation efforts in the near future focus on the development of decision aids for conflict resolution and maintaining separation . One concern of the panel is that automated decision aids relying on incorrect models of human decision making may result in systems that are less efficient than the human alone. The development of decision support technologies should therefore benefit from an enhanced understanding of the decision-making and planning processes used in operational settings by ATCSs. Understanding what situations make the task of controllers difficult and impair their performance will help to design the most effective decision aids.
1.3 . Factors that influence decision making time during air traffic control
Decision Maker Related Factors 

Investigating how experts make efficient decisions and plans will certainly benefit the development of automated decision aids. However, understanding what differentiates novices from experts, or, in other words, how expertise develops, might be even more crucial. One concern of the Panel on Human Factors in Air Traffic Control Automation is that novices who use decision support expert systems do not perform as well as experts. Novices using automated aids seem to achieve the most satisfactory results when “the task is routine and covered by standard procedures”. This suggests that automated decision support systems will be potentially more efficient if they integrate user models that reflect different levels of expertise. 

Many studies have examined the effects of expertise on decision making and use of strategies. Experienced subjects have learned that, to perform well in a complex dynamic system, they have to adopt “grandmother rules”. More specifically, compared to less experienced subjects, they will make fewer decisions, collect more information before making a decision, and check the results of their decisions before making new decisions. 

Novices tend to make decisions in a careful, analytical fashion, whereas experts appear to make decisions quickly rather than making serial and exhaustive searches . Similarly, in real-world situations, experienced decision makers learn a large set of patterns and associated responses and that, in general, they do not compare a set of alternatives based on their predicted outcomes but, instead, recognize a situation and retrieve an appropriate response . 

In their extensive cognitive task analysis of en route ATC, was observed how novice, intermediate, and experienced controllers use strategies. When compared to novice controllers, experienced controllers tend to use a smaller number of strategies, which include more control actions and aircraft. Experienced controllers also use a greater variety of different strategies, which indicates that they possess a wider repertoire of strategies. 

Experts use more workload management strategies than novices. They especially use strategies allowing them to identify aircraft that can be expedited through their sector and reduce the number of aircraft to which they need to attend. Intermediates also used more workload management strategies than beginners did, suggesting that the use of these strategies increases with experience. The authors also concluded that the greater the number of strategies used overall, particularly monitoring strategies, the fewer the errors. More specifically, three workload management strategies are closely associated with a reduced number of errors: determining what to do to eliminate a factor, identifying aircraft that are not a factor, and determining how to expedite aircraft through your sector. 

Another controller-related factor that is often highly correlated with experience is age. Few studies investigated the effects of aging on performance. “The ability to handle simultaneous visual and auditory input or to return to a task after a break to complete another task is critical to success and is the sort of cognitive function most affected by age”. The authors also pointed out that many of the controllers forming the current ATC workforce were hired after the Professional Air Traffic Controller Association strike and subsequent 1981 firing by then President Reagan. They stressed the importance of determining the nature and extent of the effects of aging because they believe that “a high proportion of the ATC workforce will be at risk for displaying age-related changes in job performance efficiency over the next 10 years”. 

Many studies have investigated the effects of aging on cognition. Agerelated decrements in decision-making processes have been observed in tightly controlled laboratory experiments, but studies conducted in more natural settings or in the workplace have shown more similar performance levels among older adults and younger ones. Many of these studies have argued that, in numerous working environments, individuals can use varying task strategies and control the scheduling of different tasks, allowing older adults to keep performing normally by using different decision heuristics. It is also believed that domain-relevant experience or skill maintenance might help older individuals to maintain their performance level. Controllers may change the way that they approach traffic separation problems or may bring to bear cognitive processes that are not affected by aging. 

9 out of 10 controllers contend that they experience boredom on the job. Few have identified ways to avoid this situation. Boredom may promote overconfidence and lack of attention, which would make decision making vulnerable. Low workload episodes could represent an opportunity for controllers to adopt strategies that are less cognitively economical or to employ infrequently used strategies. 

Many other controller-related factors might influence ATCS decision making and planning. Stress may promote problem solving rigidity. Fatigued subjects tend to choose riskier strategies. High trait anxiety subjects appear to adopt strategies that would result in more control over time-constrained tasks. Finally, depressed individuals may lack the same levels of motivation and willingness as the less depressed and make an ineffective use of strategies. 

Task-Related Factors 

Decisions made by decision makers are contingent on many task-related factors. In ATC operations, for example, the complexity of the sector for which they are responsible, the volume and complexity of the traffic, and time pressures may influence controllers. 

In a simulation presented to approach controllersunder low traffic loads, controllers used more direct routings, which required that they consult aircraft performance information more frequently. Under heavy traffic loads, controllers tended to use standardized routings and more holding patterns, which required less performance data. According to Sperandio, controllers maintained their performance level by using the standardized routings, which reduced the number of variables they needed to process. Under the low workload condition, using direct routes was more work for the controllers because they had to process more variables, but it fulfilled their need to maintain a certain level of activity. 

As described, controllers regulate their increasing workload (or maintain it at an appropriate level) by using successively more economical strategies. As traffic increases, controllers might progressively use more standardized routings to allow them to process a smaller number of variables for each aircraft and help them treat “each aircraft as one link in a chain whose characteristics remain stable and not as an independent body moving in free space among other independent moving bodies”. 

Workload also influences decision-making processes by determining which objectives controllers will prioritize. Although ATC objectives may sometimes conflict, Sperandio suggested that they are hierarchically organized. The fundamental objective for the ATCS is to maintain safety by observing separation standards, immediately followed by the goal of maintaining a high rate of progress of aircraft through the system. The secondary objectives would relate to providing ATC service and increasing efficiency such as assigning requested altitudes and routes to maximize fuel efficiency. As their workload increases, ATCSs often take secondary objectives less and less into account to concentrate on the primary ones. 

Contextual Factors 

Controllers have to make their decisions and plan their separation strategies with the collaboration of pilots, technical staff, management, and other controllers. The controllers working with them and around them, the type of management leadership, and the requests of pilots may influence how controllers make their decisions and plan their strategies. 

Many ATC errors are made when controllers are working under the combined radar/radar associate function. They suggested that this situation probably promotes overconfidence and a lack of vigilance, which in turn jeopardizes the quality of decision making. As the task load increases, the tasks of the associate become increasingly dependent on the tasks of the radar operator and consequently tends to overload the principal operator even more. 

ATC is a service industry and pilot and airline requests heavily influence controllers’ separation strategies and decisions. For example, they make their requests for different routes or to fly at aircraft optimal altitudes to allow time savings, fuel economy, and greater comfort for passengers. An important goal for ATCSs is to satisfy users’ requests as long as safety and the efficiency of the airspace is not compromised. By giving airspace users more flexibility in determining their own flight routes, the implementation of Free Flight proposals might also increase the number of pilot requests. It is currently unknown how this will impact controller decision strategies. 

Training also has an influence on controller decision making. ATCSs receive their training in several phases. The Air Traffic Control Academy in Oklahoma City offers initial qualification and basic training (e.g., TRACON controllers take the Academy basic radar course). However, the assigned facility provides most of the advanced training. The ATCS training program has often changed over the years. For example, when the ATCS Nonradar Screen program was operational, the emphasis was on screening candidate controllers instead of training them . In 1992, the ATCS/Pre-Training Screen (PTS) replaced the previous program, and the Academy implemented a train-to-succeed curriculum. However, due to technical considerations, PTS did not last very long and is currently on hold. 

An important part of the facility training consists of on-the-job training (OJT), where developmental controllers work the different positions of the facility under the close supervision of an instructor. Previously, instructors were told not to teach their personal strategies or techniques. It was believed that trainees should be allowed to develop their own preferences. The extent to which different controllers will have learned from the instructors might vary. Controllers may also have learned or perfected their skills outside of formal training. Although controllers might be exposed to the entire repertoire of operational strategies during formal training, it is through personal experience that they really learn how to alternate from one strategy to another. 

Theories, Models, and Approaches of Dynamic Decision Making 

The development of decision support systems will benefit from a better understanding of the factors influencing controller decision making and planning. A long history of decision-making research will also contribute to that development. The study of decision making has generated many theories and formal models of decision making, which all serve one or more of the three following purposes: 

a. Normative models aim to characterize optimal or most efficient decision-making processes. 

b. 
Prescriptive models attempt to describe how decision makers should be trained or how decision aids should interact with them. 

c. Descriptive models try to identify the psychological processes used by decision makers. 

Models of decision making also differ along many other dimensions. For example, theories may aim to explain individual versus group decision making. Most of the initial efforts in decisionmaking research resulted in normative and prescriptive models, developed in the fields of economics and statistics, quantitatively representing a rational and optimal decision maker. Many have suggested that classical decision theory is too rigid and static to provide an adequate representation of decision making in real-world environments  and that approaches emphasizing the dynamic nature of decision making must be adopted . 

Edwards  in his classic description, identified the characteristics of a dynamic decision-making environment: 

a. It requires a series of decisions. 

b. The decisions are not independent. 

c. The state of the problem changes, both autonomously and as a function of the decision maker’s actions. 

Brehmer later added a fourth item to the list: 

d. The decisions have to be made in real time. 

Edwards and Toda  made the first efforts to understand dynamic decision making by applying the subjectively expected utility theory, a classical decision theory, to dynamic problems instead of static ones. They adopted a normative-descriptive approach in which the behaviors of real decision makers were compared to an ideal decision maker. Discrepancies would have suggested that limitations are imposed on decision makers. Their approach suffered from at least two problems. First, as dynamic problems become complex, it quickly becomes impossible to find analytical solutions to solve them. Second, even when decision makers adopt strategies largely different from the ideal ones, the outcomes are often the same. The “flat maximum problem,” as it is designated, makes identifying the limitations imposed on the subjects difficult. 

Cognitive Continuum Theory  is a more recent approach to dynamic decision making. It suggests that decision-making activities are located on a cognitive continuum varying from highly intuitive decisions to very analytical ones. In a review of previous research, was shown that the decision-making tendency to rely on analysis instead of intuition augments when: 

a. The number of cues increases. 

b. Cues are measured objectively instead of subjectively. 

c. Cues are of low redundancy. 

d. Decomposition of the task is high. 

e. Certainty is high. 

f. Cues are weighted unequally in the environmental model. 

g. Relations are nonlinear. 

h. An organizing principle is available. 

i. Cues are displayed sequentially instead of simultaneously. 

j. The time period for evaluation is long. 

The theory of contingent decision making was contributed to the development of a similar approach. This theory adopts a cost-benefit framework in which decision makers compare the cognitive effort against the accuracy of different decision strategies. The characteristics of the task and its context determine cognitive effort and accuracy. Decision makers will switch strategies to reduce the cognitive effort, increase accuracy, or respond to time pressures. The theory of contingent decision making is in agreement with description of controllers regulating their increasing workload by adopting strategies that are more economical. 

Naturalistic decision making, a recent strain in decision-making research, has focused on the critical aspects of operational settings and more natural and dynamic environments . This approach criticizes traditional models of decision making for their emphasis on laboratory studies and for having no direct relevance to real-world decisions. 

The Recognition-Primed Decision Model (RPDM) is one representative of naturalistic decisionmaking models. RPDM was developed after observing the decisions made by firefighters and experts from other fields in their naturalistic environment. He concluded that experts make most of their decisions without comparing different alternatives, contrary to what traditional models postulate. Instead, experts are involved in a situation recognition process in which, based on their experience, they classify the situation and immediately consider the typical way to handle it. After evaluating the feasibility of the option, they implement it if they foresee no problems. If something might go wrong, the decision maker will modify the option or simply reject it and consider another typical solution. 

Experts from domains like fire fighting, paramedics, and other time-pressured environments use the RPDM to represent the decision-making activities. Some studies have also applied this model to ATCS decision making. The model has certainly gained some popularity among researchers investigating dynamic and timepressured domains like ATC, but it also received some criticisms. One shortcoming of the RPDM is that, by focusing on expert decision making, it might fail to represent the evolution of a novice becoming an expert. By representing only the processes of expert decision makers, the models might fail to serve prescriptive purposes such as indicating how decision aids should interact with less experienced controllers. 

We were provided with an interesting summary by describing four revolutions in the development of behavioral decision theory. The first one occurred when it became clear that decision makers rarely examine all the alternatives to a decision, that they use heuristics or that they adopt a satisficing rule (i.e., settle for the first choice that is “good enough”) instead of optimizing. The second one consisted of realizing that decision makers choose between strategies to make decisions, as illustrated by the contingency theory and the cognitive continuum theory. According to Beach, the third one is presently occurring because we are recognizing that decision makers rarely make choices and, instead, rely on prelearned procedures, as suggested by the RPDM. Beach reveals that the last one is just beginning. Decision research is adopting a multidisciplinary perspective drawing not only on economy but also on cognitive psychology, organizational behavior, and systems theory.
Conclusion to chapter 1
So, we may conclude the following. First of all time of decision making is very important for safe and efficient work of air traffic controller. The better time of decision making may give us a lot of advantages such as:

- less workload of air traffic controller at the same intensity 

- more effective air traffic control

- more better capacity

- reducing of delays

But there are many factors that influence on time of decision making. These factors are:

- experience

- age

- stress

- boredom

- time pressures

- volume and complexity of air traffic

- training

That’s why our country should consider reducing time of decision making aming air traffic controllers as a real plan and try to take the most reasonable advantages for Ukrainian country.

CHAPTER 2. 
REQUIREMENTS SPECIFICATION

2.1. Theme of master degree thesis

Decision making during air traffic control.
2.2. The background of master degree thesis

- Curriculum of educational qualification of «Master» degree and training direction 6.070102 «Air navigation» № PM 272/16a

- Order about themes heads of diploma approval №2524/sт  from 29.10.2019  

.
2.3 The goal and purpose of the work

2.3.1 The goal of the work

The goal of the work – experimental investigation of decicion making time among ATC-students.
2.3.2 The purpose of the work

The purpose of master degree thesis – calculating of decision making time among group of students.

2.4. Input data for the work

Master degree thesis is developed at the first time.

2.5. Estimated scientific results and order of their realization

2.5.1. Estimated scientific results

As the result of scientific research the following scientific results should be obtained:

· analysis of decision making process;

· analysis of factors that influence on decision making time during air traffic control;

· analysis of SHELL model as a factor that influence on decision making time among air traffic controllers;

· measurement of decision making time among students Air Traffic Controllers;

· mathematical evaluation of received results;

· mathematical evaluation of each situation and building of histograms that shows it.

2.6. Requirements to the thesis implementation

Master degree thesis should be implemented in accordance with methodical recommendations to the master’s degree thesis for students of training direction 6.070102 «Аir navigation» and ДСТУ 3973-2000 «СРППВ. Правила виконання науково-дослідних робіт. Загальні положення.»

Explanationary notes should be designed in accordance with requirements ДСТУ 3008-95 «Документація. Звіти у сфері науки і техніки».

During the evaluating of received results and histogram plotting Microsoft Excel was used.

2.7. Thesis stages and scope of their implementation

	Thesis stages
	Stage content
	Date
	Reporting form

	
	
	Beginning
	Completion
	

	1. Choice of the research direction
	Literature analysis about decision making process
	16.10.2019
	22.10.2019
	Subpart 1.1

	2. 
	Literature analysis about decision making time during air traffic control
	24.10.2019
	28.10.2019
	Subpart 1.2

	3. 
	Literature analysis about factors that influence on decision making time during air traffic control
	1.11.2019
	5.11.2019
	Subpart 1.3

	4. Theoretical investigation of decision making time during air traffic control
	Requirements specification to the scientific research
	10.11.2019
	14.11.2019
	Part 2

	5. 
	The analysis of SHELL model that influence on decision making time
	15.11.2019
	19.11.2019
	Subpart 3.1

	6. 
	Analysis of communication and data transmission problems
	20.11.2019
	25.11.2019
	Subpart 3.2

	7. Measurement of decision making time
	Measurement of decision making time among ATC-students
	27.11.2019
	01.12.2019
	Subpart 4.1

	8. 
	The protocol of  experimental investigation
	3.12.2019
	7.12.2019
	Subpart 4.2

	9. 
	Mathematical evaluation of received results
	9.12.2019
	15.12.2019
	Subpart 4.3-4.7

	10. Preparation of scientific papers and conference thesis
	
	17.12.2019
	28.12.2019
	


CHAPTER 3. 
THE SHELL MODEL AS A FACTOR THAT INFLUENCE ON ATC DECISION MAKING TIME
3.1. SHELL model influence on controller work and decision making

All of controllers actions can be submitted as actions of person so it’s influenced by human factor. Let’s see SHELL model which subscribe interactions between air traffic controller and  aviation system resources/environment.
The SHELL model is a conceptual model of human factors that clarifies the scope of aviation human factors and assists in understanding the human factor relationships between aviation system resources/environment (the flying subsystem) and the human component in the aviation system (the human subsystem)[4,7].
The SHELL model was first developed by Edwards (1972) and later modified into a 'building block' structure by Hawkins (1984)[4]. The model is named after the initial letters of its components (software, hardware, environment, liveware) and places emphasis on the human being and human interfaces with other components of the aviation system[6].
The SHELL model adopts a systems perspective that suggests the human is rarely, if ever, the sole cause of an accident.  The systems perspective considers a variety of contextual and task-related factors that interact with the human operator within the aviation system to affect operator performance[9].  As a result, the SHELL model considers both active and latent failures in the aviation system.

The SHELL Model
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Fig. 3.1 - SHELL model

Each component of the SHELL model (software, hardware, environment, liveware) represents a building block of human factors studies within aviation[5].

The human element or worker of interest is at the centre or hub of the SHELL model that represents the modern air transportation system. The human element is the most critical and flexible component in the system, interacting directly with other system components, namely software, hardware, environment and liveware[4].

However, the edges of the central human component block are varied, to represent human limitations and variations in performance. Therefore, the other system component blocks must be carefully adapted and matched to this central component to accommodate human limitations and avoid stress and breakdowns (incidents/accidents) in the aviation[4]. To accomplish this matching, the characteristics or general capabilities and limitations of this central human component must be understood.

Human Characteristics

Physical Size and Shape

In the design of aviation workplaces and equipment, body measurements and movement are a vital factor. Differences occur according to ethnicity, age and gender for example. Design decisions must take into account the human dimensions and population percentage that the design is intended to satisfy[4].

Human size and shape are relevant in the design and location of aircraft cabin equipment, emergency equipment, seats and furnishings as well as access and space requirements for cargo compartments.

Fuel Requirements

Humans require food, water and oxygen to function effectively and deficiencies can affect performance and well-being[4].
Input Characteristics

The human senses for collecting vital task and environment-related information are subject to limitations and degradation. Human senses cannot detect the whole range of sensory information available[7]. 
For example, the human eye cannot see an object at night due to low light levels. This produces implications for pilot performance during night flying. In addition to sight, other senses include sound, smell, taste and touch (movement and temperature).

Information Processing

Humans have limitations in information processing capabilities (such as working memory capacity, time and retrieval considerations) that can also be influenced by other factors such as motivation and stress or high workload[4]. Aircraft display, instrument and alerting/warning system design needs to take into account the capabilities and limitations of human information processing to prevent human error.

Output Characteristics

After sensing and processing information, the output involves decisions, muscular action and communication. Design considerations include aircraft control-display movement relationship, acceptable direction of movement of controls, control resistance and coding, acceptable human forces required to operate aircraft doors, hatches and cargo equipment and speech characteristics in the design of voice communication procedures[4].
Environmental Tolerances

People function effectively only within a narrow range of environmental conditions (tolerable for optimum human performance) and therefore their performance and well-being is affected by physical environmental factors such as temperature, vibration, noise, g-forces and time of day as well as time zone transitions, boring/stressful working environments, heights and enclosed spaces[4].

Components of the SHELL Model

Software

· Non-physical, intangible aspects of the aviation system that govern how the aviation system operates and how information within the system is organized[4].
· Software may be likened to the software that controls the operations of computer hardware[6].
· Software includes rules, instructions, regulations, policies, norms, laws, orders, safety procedures, standard operating procedures, customs, practices, conventions, habits, symbology, supervisor commands and computer programmes.

· Software can be included in a collection of documents such as the contents of charts, maps, publications, emergency operating manuals and procedural checklists[10].

Hardware

· Physical elements of the aviation system such as aircraft (including controls, surfaces, displays, functional systems and seating), operator equipment, tools, materials, buildings, vehicles, computers, conveyor belts etc[2,6,10].

Environment

· The context in which aircraft and aviation system resources (software, hardware, liveware) operate, made up of physical, organisational, economic, regulatory, political and social variables that may impact on the worker/operator[6,10].

· Internal air transport environment relates to immediate work area and includes physical factors such as cabin/cockpit temperature, air pressure, humidity, noise, vibration and ambient light levels.

· External air transport environment includes the physical environment outside the immediate work area such as weather (visibility/turbulence), terrain, congested airspace and physical facilities and infrastructure including airports as well as broad organisational, economic, regulatory, political and social factors[5].

Liveware

· Human element or people in the aviation system. For example, flight crew personnel who operate aircraft, cabin crew, ground crew, management and administration personnel.

· The liveware component considers human performance, capabilities and limitations[5].

The four components of the SHELL model or aviation system do not act in isolation but instead interact with the central human component to provide areas for human factors analysis and consideration[9]. The SHELL model indicates relationships between people and other system components and therefore provides a framework for optimising the relationship between people and their activities within the aviation system that is of primary concern to human factors. In fact, the International Civil Aviation Organisation has described human factors as a concept of people in their living and working situations; their interactions with machines (hardware), procedures (software) and the environment about them; and also their relationships with other people[7].

According to the SHELL model, a mismatch at the interface of the blocks/components where energy and information is interchanged can be a source of human error or system vulnerability that can lead to system failure in the form of an incident/accident[6]. Aviation disasters tend to be characterised by mismatches at interfaces between system components, rather than catastrophic failures of individual components[10].

SHELL Model Interfaces

Liveware-Software (L-S)

· Interaction between human operator and non-physical supporting systems in the workplace[6].

· Involves designing software to match the general characteristics of human users and ensuring that the software (e.g. rules/procedures) is capable of being implemented with ease[4].
· During training, flight crew members incorporate much of the software (e.g. procedural information) associated with flying and emergency situations into their memory in the form of knowledge and skills. However, more information is obtained by referring to manuals, checklists, maps and charts. In a physical sense these documents are regarded as hardware however in the information design of these documents adequate attention has to be paid to numerous aspects of the L-S interface[10].

· For instance, by referring to cognitive ergonomics principles, the designer must consider currency and accuracy of information; user-friendliness of format and vocabulary; clarity of information; subdivision and indexing to facilitate user retrieval of information; presentation of numerical data; use of abbreviations, symbolic codes and other language devices; presentation of instructions using diagrams and/or sentences etc. The solutions adopted after consideration of these informational design factors play a crucial role in effective human performance at the L-S interface[10].

· Mismatches at the L-S interface may occur through:

· Insufficient/inappropriate procedures

· Misinterpretation of confusing or ambiguous symbology/checklists

· Confusing, misleading or cluttered documents, maps or charts
· Irrational indexing of an operations manual[4] 

· A number of pilots have reported confusion in trying to maintain aircraft attitude through reference to the Head-Up-Display artificial horizon and 'pitch-ladder' symbology[7].

Liveware-Hardware (L-H)

· Interaction between human operator and machine

· Involves matching the physical features of the aircraft, cockpit or equipment with the general characteristics of human users while considering the task or job to be performed[4]. Examples:

· designing passenger and crew seats to fit the sitting characteristics of the human body

· designing cockpit displays and controls to match the sensory, information processing and movement characteristics of human users while facilitating action sequencing, minimising workload (through location/layout) and including safeguards for incorrect/inadvertent operation[4].
· Mismatches at the L-H interface may occur through:

· poorly designed equipment

· inappropriate or missing operational material

· badly located or coded instruments and control devices

· warning systems that fail in alerting, informational or guidance functions in abnormal situations etc[1].

· The old 3-pointer aircraft altimeter encouraged errors because it was very difficult for pilots to tell what information related to which pointer[7].

Liveware-Environment (L-E)

· Interaction between human operator and internal and external environments[6].

· Involves adapting the environment to match human requirements. Examples:

· Engineering systems to protect crews and passengers from discomfort, damage, stress and distraction caused by the physical environment[10].
· Air conditioning systems to control aircraft cabin temperature

· Sound-proofing to reduce noise

· Pressurisation systems to control cabin air pressure

· Protective systems to combat ozone concentrations

· Using black-out curtains to obtain sleep during daylight house as a result of transmeridian travel and shift work

· Expanding infrastructure, passenger terminals and airport facilities to accommodate more people due to larger jets (e.g. Airbus A380) and the growth in air transport

· Examples of mismatches at the L-E interface include:

· Reduced performance and errors resulting from disturbed biological rhythms (jet lag) as a result of long-range flying and irregular work-sleep patterns

· Pilot perceptual errors induced by environmental conditions such as visual illusions during aircraft approach/landing at nighttime

· Flawed operator performance and errors as a result of management failure to properly address issues at the L-E interface including:

· Operator stress due to changes in air transport demand and capacity during times of economic boom and economic recession[6].

· Biased crew decision making and operator short-cuts as a consequence of economic pressure brought on by airline competition and cost-cutting measures linked with deregulation[10].

· Inadequate or unhealthy organisational environment reflecting a flawed operating philosophy, poor employee morale or negative organisational culture[4].

Liveware-Liveware (L-L)

· Interaction between central human operator and any other person in the aviation system during performance of tasks[5].

· Involves interrelationships among individuals within and between groups including maintenance personnel, engineers, designers, ground crew, flight crew, cabin crew, operations personnel, air traffic controllers, passengers, instructors, students, managers and supervisors.

· Human-human/group interactions can positively or negatively influence behaviour and performance including the development and implementation of behavioural norms. Therefore, the L-L interface is largely concerned with:

· interpersonal relations

· leadership

· crew cooperation, coordination and communication

· dynamics of social interactions

· teamwork

· cultural interactions

· personality and attitude interactions[4,6].

· The importance of the L-L interface and the issues involved have contributed to the development of cockpit/crew resource management (CRM) programmes in an attempt to reduce error at the interface between aviation professionals

· Examples of mismatches at the L-L interface include:

· Communication errors due to misleading, ambiguous, inappropriate or poorly constructed communication between individuals. Communication errors have resulted in aviation accidents such as the double Boeing 747 disaster at Tenerife Airport in 1977.

· Reduced performance and error from an imbalanced authority relationship between aircraft captain and first officer[4]. For instance, an autocratic captain and an overly submissive first officer may cause the first officer to fail to speak up when something is wrong, or alternatively the captain may fail to listen.

The SHELL Model does not consider interfaces that are outside the scope of human factors. For instance, the hardware-hardware, hardware-environment and hardware-software interfaces are not considered as these interfaces do not involve the liveware component.

Aviation System Stability

Any change within the aviation SHELL system can have far-reaching repercussions. For example, a minor equipment change (hardware) requires an assessment of the impact of the change on operations and maintenance personnel (Liveware-Hardware) and the possibility of the need for alterations to procedures/training programmes (to optimise Liveware-Software interactions). Unless all potential effects of a change in the aviation system are properly addressed, it is possible that even a small system modification may produce undesirable consequences. Similarly, the aviation system must be continually reviewed to adjust for changes at the Liveware-Environment interface.[10]
SHELL Model Uses

1. Safety analysis tool: The SHELL Model can be used as a framework for collecting data about human performance and contributory component mismatches during aviation incident/accident analysis or investigation as recommended by the International Civil Aviation Organisation[5]. Similarly, the SHELL Model can be used to understand systemic human factors relationships during operational audits with the aim of reducing error and enhancing safety[1]. For example, LOSA (Line Operations Safety Audit) is founded on Threat and Error Management (TEM) that considers SHELL interfaces[3]. For instance, aircraft handling errors involve liveware-hardware interactions, procedural errors involve liveware-software interactions and communication errors involve liveware-liveware interactions[8].

2. Licencing tool: The SHELL Model can be used to help clarify human performance needs, capabilities and limitations thereby enabling competencies to be defined from a safety management perspective[8].

3. Training tool: The SHELL Model can be used to help an aviation organisation improve training interventions and the effectiveness of organisation safeguards against error[8].

3.2. Reliability of air traffic controller

For any system, one of the first tasks of reliability engineering is to adequately specify the reliability and maintainability requirements derived from the overall availability needs and, more importantly, from proper design failure analysis or preliminary prototype test results. Clear requirements (able to designed to) should constrain the designers from designing particular unreliable items / constructions / interfaces / systems. Setting only availability, reliability, testability, or maintainability targets (e.g., max. failure rates) is not appropriate. This is a broad misunderstanding about Reliability Requirements Engineering. Reliability requirements address the system itself, including test and assessment requirements, and associated tasks and documentation. Reliability requirements are included in the appropriate system or subsystem requirements specifications, test plans, and contract statements. Creation of proper lower-level requirements is critical. 

Provision of only quantitative minimum is not sufficient for different reasons. One reason is that a full validation (related to correctness and verifiability in time) of an quantitative reliability allocation (requirement spec) on lower levels for complex systems can (often) not be made as a consequence of the fact that the requirements are probabilistic, the extremely high level of uncertainties involved for showing compliance with all these probabilistic requirements, and because reliability is a function of time, and accurate estimates of a (probabilistic) reliability number per item are available only very late in the project, sometimes even after many years of in-service use. Compare this problem with the continues balancing of, for example, lower-level-system mass requirements in the development of an aircraft, which is already often a big undertaking. Notice that in this case masses do only differ in terms of only some , are not a function of time, the data is non-probabilistic and available already in CAD models. In case of reliability, the levels of unreliability (failure rates) may change with factors of decades (multiples of 10) as result of very minor deviations in design, process, or anything else. The information is often not available without huge uncertainties within the development phase. This makes this allocation problem almost impossible to do in a useful, practical, valid manner that does not result in massive over- or under-specification. A pragmatic approach is therefore needed for example: the use of general levels / classes of quantitative requirements depending only on severity of failure effects. Also, the validation of results is a far more subjective task than for any other type of requirement. (Quantitative) reliability parameters in terms of MTBF are by far the most uncertain design parameters in any design.

Furthermore, reliability design requirements should drive a (system or part) design to incorporate features that prevent failures from occurring, or limit consequences from failure in the first place. Not only would it aid in some predictions, this effort would keep from distracting the engineering effort into a kind of accounting work. A design requirement should be precise enough so that a designer can "design to" it and can also prove through analysis or testing that the requirement has been achieved, and, if possible, within some a stated confidence. Any type of reliability requirement should be detailed and could be derived from failure analysis (Finite-Element Stress and Fatigue analysis, Reliability Hazard Analysis, FTA, FMEA, Human Factor Analysis, Functional Hazard Analysis, etc.) or any type of reliability testing. Also, requirements are needed for verification tests (e.g., required overload stresses) and test time needed. To derive these requirements in an effective manner, a systems engineering-based risk assessment and mitigation logic should be used. Robust hazard log systems must be created that contain detailed information on why and how systems could or have failed. Requirements are to be derived and tracked in this way. These practical design requirements shall drive the design and not be used only for verification purposes. These requirements (often design constraints) are in this way derived from failure analysis or preliminary tests. Understanding of this difference compared to only purely quantitative (logistic) requirement specification (e.g., Failure Rate / MTBF target) is paramount in the development of successful (complex) systems. 

The maintainability requirements address the costs of repairs as well as repair time. Testability (not to be confused with test requirements) requirements provide the link between reliability and maintainability and should address detectability of failure modes (on a particular system level), isolation levels, and the creation of diagnostics (procedures).

As indicated above, reliability engineers should also address requirements for various reliability tasks and documentation during system development, testing, production, and operation. These requirements are generally specified in the contract statement of work and depend on how much leeway the customer wishes to provide to the contractor. Reliability tasks include various analyses, planning, and failure reporting. Task selection depends on the criticality of the system as well as cost. A safety-critical system may require a formal failure reporting and review process throughout development, whereas a non-critical system may rely on final test reports. The most common reliability program tasks are documented in reliability program standards. Failure reporting analysis and corrective action systems are a common approach for product/process reliability monitoring.

Reliability is defined as the probability that a device will perform its intended function during a specified period of time under stated conditions. Mathematically, this may be expressed as:
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 is the failure probability density function and [image: image5.png]


 is the length of the period of time (which is assumed to start from time zero).

There are a few key elements of this definition:

1. Reliability is predicated on "intended function:" Generally, this is taken to mean operation without failure. However, even if no individual part of the system fails, but the system as a whole does not do what was intended, then it is still charged against the system reliability. The system requirements specification is the criterion against which reliability is measured.

2. Reliability applies to a specified period of time. In practical terms, this means that a system has a specified chance that it will operate without failure before time [image: image6.png]


. Reliability engineering ensures that components and materials will meet the requirements during the specified time. Units other than time may sometimes be used.

3. Reliability is restricted to operation under stated (or explicitly defined) conditions. This constraint is necessary because it is impossible to design a system for unlimited conditions. A Mars Rover will have different specified conditions than a family car. The operating environment must be addressed during design and testing. That same rover may be required to operate in varying conditions requiring additional scrutiny.

Quantitative system reliability parameters – theory

Quantitative Requirements are specified using reliability parameters. The most common reliability parameter is the mean time to failure (MTTF), which can also be specified as the failure rate (this is expressed as a frequency or conditional probability density function (PDF) or the number of failures during a given period. These parameters may be useful for higher system levels and systems that are operated frequently, such as most vehicles, machinery, and electronic equipment. Reliability increases as the MTTF increases. The MTTF is usually specified in hours, but can also be used with other units of measurement, such as miles or cycles. Using MTTF values on lower system levels can be very misleading, specially if the Failures Modes and Mechanisms it concerns are not specified with it. 

In other cases, reliability is specified as the probability of mission success. For example, reliability of a scheduled aircraft flight can be specified as a dimensionless probability or a percentage, as in system safety engineering.

A special case of mission success is the single-shot device or system. These are devices or systems that remain relatively dormant and only operate once. Examples include automobile airbags, thermal batteries and missiles. Single-shot reliability is specified as a probability of one-time success, or is subsumed into a related parameter. Single-shot missile reliability may be specified as a requirement for the probability of a hit. For such systems, the probability of failure on demand (PFD) is the reliability measure – which actually is an unavailability number. This PFD is derived from failure rate (a frequency of occurrence) and mission time for non-repairable systems.

For repairable systems, it is obtained from failure rate and mean-time-to-repair (MTTR) and test interval. This measure may not be unique for a given system as this measure depends on the kind of demand. In addition to system level requirements, reliability requirements may be specified for critical subsystems. In most cases, reliability parameters are specified with appropriate statistical confidence intervals.

The purpose of reliability testing is to discover potential problems with the design as early as possible and, ultimately, provide confidence that the system meets its reliability requirements.

Reliability testing may be performed at several levels and there are different types of testing. Complex systems may be tested at component, circuit board, unit, assembly, subsystem and system levels . For example, performing environmental stress screening tests at lower levels, such as piece parts or small assemblies, catches problems before they cause failures at higher levels. Testing proceeds during each level of integration through full-up system testing, developmental testing, and operational testing, thereby reducing program risk. However, testing does not mitigate unreliability risk.

It is not always feasible to test all system requirements. Some systems are prohibitively expensive to test; some failure modesmay take years to observe; some complex interactions result in a huge number of possible test cases; and some tests require the use of limited test ranges or other resources. In such cases, different approaches to testing can be used, such as (highly) accelerated life testing, design of experiments, and simulations.

The desired level of statistical confidence also plays an role in reliability testing. Statistical confidence is increased by increasing either the test time or the number of items tested. Reliability test plans are designed to achieve the specified reliability at the specified confidence level with the minimum number of test units and test time. Different test plans result in different levels of risk to the producer and consumer. The desired reliability, statistical confidence, and risk levels for each side influence the ultimate test plan. The customer and developer should agree in advance on how reliability requirements will be tested.

A key aspect of reliability testing is to define "failure". Although this may seem obvious, there are many situations where it is not clear whether a failure is really the fault of the system. Variations in test conditions, operator differences, weather and unexpected situations create differences between the customer and the system developer. One strategy to address this issue is to use a scoring conference process. A scoring conference includes representatives from the customer, the developer, the test organization, the reliability organization, and sometimes independent observers. The scoring conference process is defined in the statement of work. Each test case is considered by the group and "scored" as a success or failure. This scoring is the official result used by the reliability engineer.

As part of the requirements phase, the reliability engineer develops a test strategy with the customer. The test strategy makes trade-offs between the needs of the reliability organization, which wants as much data as possible, and constraints such as cost, schedule and available resources. Test plans and procedures are developed for each reliability test, and results are documented.

Reliability testing is common in the Photonics industry. Examples of reliability tests of lasers are life test and burn-in. These tests consist of the highly accelerated ageing, under controlled conditions, of a group of lasers. The data collected from these life tests are used to predict laser life expectancy under the intended operating characteristics.
    Reliability test requirements can follow from any analysis for which the first estimate of failure probability, failure mode or effect needs to be justified. Evidence can be generated with some level of confidence by testing. With software-based systems, the probability is a mix of software and hardware-based failures. Testing reliability requirements is problematic for several reasons. A single test is in most cases insufficient to generate enough statistical data. Multiple tests or long-duration tests are usually very expensive. Some tests are simply impractical, and environmental conditions can be hard to predict over a systems life-cycle.

Reliability engineering is used to design a realistic and affordable test program that provides empirical evidence that the system meets its reliability requirements. Statisticalconfidence levels are used to address some of these concerns. A certain parameter is expressed along with a corresponding confidence level: for example, an MTBF of 1000 hours at 90% confidence level. From this specification, the reliability engineer can, for example, design a test with explicit criteria for the number of hours and number of failures until the requirement is met or failed. Different sorts of tests are possible.
The combination of required reliability level and required confidence level greatly affects the development cost and the risk to both the customer and producer. Care is needed to select the best combination of requirements – e.g. cost-effectiveness. Reliability testing may be performed at various levels, such as component, subsystem and system. Also, many factors must be addressed during testing and operation, such as extreme temperature and humidity, shock, vibration, or other environmental factors (like loss of signal, cooling or power; or other catastrophes such as fire, floods, excessive heat, physical or security violations or other myriad forms of damage or degradation). For systems that must last many years, accelerated life tests may be needed.

Software reliability is a special aspect of reliability engineering. System reliability, by definition, includes all parts of the system, including hardware, software, supporting infrastructure (including critical external interfaces), operators and procedures. Traditionally, reliability engineering focuses on critical hardware parts of the system. Since the widespread use of digital integrated circuit technology, software has become an increasingly critical part of most electronics and, hence, nearly all present day systems.

There are significant differences, however, in how software and hardware behave. Most hardware unreliability is the result of a component or material failure that results in the system not performing its intended function. Repairing or replacing the hardware component restores the system to its original operating state. However, software does not fail in the same sense that hardware fails. Instead, software unreliability is the result of unanticipated results of software operations. Even relatively small software programs can have astronomically large combinations of inputs and states that are infeasible to exhaustively test. Restoring software to its original state only works until the same combination of inputs and states results in the same unintended result. Software reliability engineering must take this into account.

Despite this difference in the source of failure between software and hardware, several software reliability models based on statistics have been proposed to quantify what we experience with software: the longer software is run, the higher the probability that it will eventually be used in an untested manner and exhibit a latent defect that results in a failure.
As with hardware, software reliability depends on good requirements, design and implementation. Software reliability engineering relies heavily on a disciplined software engineering process to anticipate and design against unintended consequences. There is more overlap between software quality engineering and software reliability engineering than between hardware quality and reliability. A good software development plan is a key aspect of the software reliability program. The software development plan describes the design and coding standards, peer reviews, unit tests, configuration management, software metrics and software models to be used during software development.

A common reliability metric is the number of software faults, usually expressed as faults per thousand lines of code. This metric, along with software execution time, is key to most software reliability models and estimates. The theory is that the software reliability increases as the number of faults (or fault density) decreases or goes down. Establishing a direct connection between fault density and mean-time-between-failure is difficult, however, because of the way software faults are distributed in the code, their severity, and the probability of the combination of inputs necessary to encounter the fault. Nevertheless, fault density serves as a useful indicator for the reliability engineer. Other software metrics, such as complexity, are also used. This metric remains controversial, since changes in software development and verification practices can have dramatic impact on overall defect rates.

Testing is even more important for software than hardware. Even the best software development process results in some software faults that are nearly undetectable until tested. As with hardware, software is tested at several levels, starting with individual units, through integration and full-up system testing. Unlike hardware, it is inadvisable to skip levels of software testing. During all phases of testing, software faults are discovered, corrected, and re-tested. Reliability estimates are updated based on the fault density and other metrics. At a system level, mean-time-between-failure data can be collected and used to estimate reliability. Unlike hardware, performing exactly the same test on exactly the same software configuration does not provide increased statistical confidence. Instead, software reliability uses different metrics, such as code coverage.
Eventually, the software is integrated with the hardware in the top-level system, and software reliability is subsumed by system reliability. The Software Engineering Institute'scapability maturity model is a common means of assessing the overall software development process for reliability and quality purposes.

Conclusion to chapter 3
We consider influence of SHELL model elements on decision making time. As we see the systems perspective considers a variety of contextual and task-related factors that interact with the human operator within the aviation system to affect operator performance.

Also it was considered that not only hardware, software, environment and liveware influence on decision making time but also human characteristics are important for safe and effective work of air traffic controller.

The SHELL model can be used as safety analyses tool, licensing tool and training tool.

Thus we can sum up that SHELL model is very important as a factor that influence on decision making process and as a result on decision making time

CHAPTER4.
MATHEMATICAL EVALUATION OF RECEIVED RESULTS

4.1.Experimental investigation of decision making  time among ATC-students

For my experiment I developed some exercises for investigation the real time of finding potentially conflict situations and decision making in conditions of its situation among ATC-students. 

Tasks for the exercises are:

· Situation #1 

1st aircraft VKO105; distance to point NALEG 27 n.m.;

2nd aircraft UKR5906; distance to point NALEG 42 n.m.; vertical speed 

4 meters per second.

· Situation #2 

1st aircraft DLH079; distance to point SUMKA 54 n.m.;

2nd aircraft BRU325; distance to point SUMKA 59 n.m..

· Situation #3 

1st aircraft PLK251; distance to point SUMKA 31 n.m.;vertical speed 2 meters per second;

2nd aircraft LTL135; distance to point SUMKA 59 n.m.

· Situation #4 

1st aircraft BRU4136; distance to point NALEG 41 n.m.;

2nd aircraft NVG909; distance to point NALEG 45 n.m..

All another important information is given on scheme of air traffic zone.

Also were created situations without conflicts for training the ability to analyze the situation in air traffic zone and to solve conflict situations  without changing of flight level, directions of flight and speed of non-conflict aircraft.

The process of investigation was completed by next steps:

1) The student receive the task for the experiment orally;

2) Student receive the printed task with the main data;

3) Student receive the scheme of air traffic zone from the air traffic control simulator printed on shit of paper;

4) Student solve the  problem and we measure decision making time.

All of this results are given in the table 4.1.1.

Table 4.1 - Results of exercises for investigation time of decision making

	Situation
	Person under study
	Time result

	
	
	Time of conflict detection, s
	Time of conflict resolution, s

	1st aircraft VKO105 distance to NALEG 27 n.m.

2nd aircraft UKR5906 distance to NALEG 42 n.m. vertical speed 4 meters per second
	Person #1
	20
	25

	
	Person #2
	33
	38

	
	Person #3
	65
	73

	
	Person #4
	56
	62

	
	Person #5
	65
	75

	
	Person #6
	43
	49

	
	Person #7
	47
	55

	
	Person #8
	35
	42

	
	Person #9
	38
	45

	
	Person #10
	53
	58

	
	Person #11
	29
	33

	
	Person #12
	42
	49

	
	Person #13
	49
	60

	
	Person #14
	52
	57

	
	Person #15
	40
	47

	
	Person #16
	32
	38

	
	Person #17
	39
	44

	
	Person #18
	60
	66

	
	Person #19
	37
	44

	
	Person #20
	42
	48

	
	Person #21
	39
	43

	
	Person #22
	49
	53

	
	Person #23
	41
	49

	
	Person #24
	48
	55

	
	Person #25
	35
	42

	
	Person #26
	37
	43

	
	Person #27
	43
	50

	
	Person #28
	46
	53

	
	Person #29
	35
	45

	
	Person #30
	38
	41

	
	Person #1
	23
	30

	1st aircraft DLH079 distance to SUMKA 54 n.m.

2nd aircraft BRU325 distance to SUMKA 59 n.m.


	Person #2
	28
	32

	
	Person #3
	31
	40

	
	Person #4
	17
	24

	
	Person #5
	53
	72

	
	Person #6
	42
	51

	
	Person #7
	17
	22

	
	Person #8
	35
	42

	
	Person #9
	27
	37

	
	Person #10
	39
	48

	
	Person #11
	47
	57

	
	Person #12
	18
	27

	
	Person #13
	51
	57

	
	Person #14
	53
	58

	
	Person #15
	49
	58

	
	Person #16
	44
	50

	
	Person #17
	29
	36

	
	Person #18
	21
	29

	
	Person #19
	20
	26

	
	Person #20
	37
	42

	
	Person #21
	52
	62

	
	Person #22
	46
	53

	
	Person #23
	45
	51

	
	Person #24
	21
	30

	
	Person #25
	48
	55

	
	Person #26
	39
	48

	
	Person #27
	38
	43

	
	Person #28
	25
	34

	
	Person #29
	48
	54

	
	Person #30
	17
	26

	
	Person #1
	46
	60

	1st aircraft PLK251 distance to SUMKA 31 n.m.

2nd aircraft LTL135 distance to SUMKA 59 n.m. vertical speed 2 meters per second


	Person #2
	37
	48

	
	Person #3
	80
	85

	
	Person #4
	120
	155

	
	Person #5
	105
	115

	
	Person #6
	117
	124

	
	Person #7
	89
	97

	
	Person #8
	90
	103

	
	Person #9
	80
	88

	
	Person #10
	67
	75

	
	Person #11
	69
	75

	
	Person #12
	52
	60

	
	Person #13
	89
	94

	
	Person #14
	88
	97

	
	Person #15
	70
	78

	
	Person #16
	111
	119

	
	Person #17
	39
	47

	
	Person #18
	102
	111

	
	Person #19
	82
	92

	
	Person #20
	106
	112

	
	Person #21
	51
	59

	
	Person #22
	108
	114

	
	Person #23
	115
	120

	
	Person #24
	63
	68

	
	Person #25
	53
	62

	
	Person #26
	99
	106

	
	Person #27
	77
	87

	
	Person #28
	70
	80

	
	Person #29
	52
	62

	
	Person #30
	102
	110

	
	Person #1
	19
	32

	1st aircraft BRU4136 distance to NALEG 41 n.m.

2nd aircraft NVG909 distance to NALEG 45 n.m.


	Person #2
	20
	28

	
	Person #3
	25
	30

	
	Person #4
	27
	50

	
	Person #5
	24
	34

	
	Person #6
	22
	29

	
	Person #7
	20
	25

	
	Person #8
	25
	30

	
	Person #9
	21
	30

	
	Person #10
	19
	24

	
	Person #11
	25
	34

	
	Person #12
	27
	32

	
	Person #13
	26
	36

	
	Person #14
	22
	32

	
	Person #15
	25
	31

	
	Person #16
	26
	32

	
	Person #17
	24
	32

	
	Person #18
	25
	31

	
	Person #19
	26
	32

	
	Person #20
	19
	26

	
	Person #21
	25
	34

	
	Person #22
	19
	27

	
	Person #23
	25
	32

	
	Person #24
	23
	28

	
	Person #25
	19
	28

	
	Person #26
	21
	28

	
	Person #27
	19
	24

	
	Person #28
	22
	31

	
	Person #29
	23
	33

	
	Person #30
	21
	31

	
	
	
	


4.2. Mathematical evaluation of received results

Results that we receive in the previous chapter can be analyzed by the next way:
1) Calculate the mathematical expectation of results

 The expected value of a discrete random variable is the probability-weighted average of all possible values. In other words, each possible value the random variable can assume is multiplied by its probability of occurring, and the resulting products are summed to produce the expected value. The same works for continuous random variables, except the sum is replaced by an integral and the probabilities by probability densities. The formal definition subsumes both of these and also works for distributions which are neither discrete nor continuous: the expected value of a random variable is the integral of the random variable with respect to its probability measure.
Suppose random variable X can take value x1 with probability p1, value x2 with probability p2, and so on, up to value xk with probability pk. Then the expectation of this random variable X is defined as
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(3.1)
Since all probabilities pi add up to one (p1 + p2 + ... + pk = 1), the expected value can be viewed as the weighted average, with pi’s being the weights:
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    (3.2)
If all outcomes xi are equally likely (that is, p1 = p2 = ... = pk), then the weighted average turns into the simple average. This is intuitive: the expected value of a random variable is the average of all values it can take; thus the expected value is what one expects to happen on average. If the outcomes xi are not equally probable, then the simple average must be replaced with the weighted average, which takes into account the fact that some outcomes are more likely than the others. The intuition however remains the same: the expected value of X is what one expects to happen on average.

2) Calculate the standard deviation 

The standard deviation , σ is a measure that is used to quantify the amount of variation or dispersion of a set of data values. A standard deviation close to 0 indicates that the data points tend to be very close to the mean (also called the expected value) of the set, while a high standard deviation indicates that the data points are spread out over a wider range of values.

The standard deviation of a random variable, statistical population, data set, or probability distribution is the square rootof its variance. It is algebraically simpler, though in practice less robust, than the average absolute deviation. A useful property of the standard deviation is that, unlike the variance, it is expressed in the same units as the data. Note, however, that for measurements with percentage as the unit, the standard deviation will have percentage points as the unit. There are also other measures of deviation from the norm, including mean absolute deviation, which provide different mathematical properties from standard deviation. 
Let X be a random variable with mean value μ:
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(3.3)
Here the operator E denotes the average or expected value of X. Then the standard deviation of X is the quantity
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(3.4)
(derived using the properties of expected value).

In other words the standard deviation σ (sigma) is the square root of the variance of X; i.e., it is the square root of the average value of (X − μ)2.

The standard deviation of a (univariate) probability distribution is the same as that of a random variable having that distribution. Not all random variables have a standard deviation, since these expected values need not exist.

3) Calculate the coefficient of variation
In probability theory and statistics, the coefficient of variation (CV) is a standardized measure of dispersion of a probability distribution or frequency distribution. It is defined as the ratio of the standard deviation [image: image11.png]


 to the mean. It is also known as unitized risk or the variation coefficient. The absolute value of the CV is sometimes known as relative standard deviation, which is expressed as a percentage.
The calculation of the received results can’t be execute with such small array of numbers. That’s why we add random values  in program “Microsoft Excel” with function “СЛУЧМЕЖДУ” which give us the numbers between minimum and maximum numbers.  These numbers gives us a possibility to evaluate more precisely recived results. 
When only a sample of data from a population is available, the population CV can be estimated using the ratio of the sample standard deviation [image: image12.png]


 to the sample mean [image: image13.png]
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(3.5)
But this estimator, when applied to a small or moderately sized sample, tends to be too low: it is a biased estimator. For normally distributed data, an unbiased estimator[3] for a sample of size n is:
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(3.6)
4.3. Mathematical evaluation of situation #1

Situation #1

1st aircraft VKO105; distance to point NALEG 27 n.m.; flight level 280; airspeed 600 km/h; heading 222 degrees.
2nd aircraft UKR5906; distance to point NALEG 42 n.m.;  flight level 335 descending flight level 200; airspeed 900 km/h; heading 269 degrees; vertical speed 4 meters per second.

Table 4.2 -  Situation #1 main data

	Point of conflict situation 
	NALEG

	Type of conflict situation 
	Same direction tracks

	Altitude of conflict
	FL280

	Minimum distance between aircraft
	1,83 km

	Actions to solve the conflict
	UKR5906, descend initially to FL290 due to VKO105, B734, crossing right to left, FL280.
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Fig. 4.1 – Exercise #1
Table 4.3 – Results of investigation among students air traffic controllers.

	Situation
	Person under study
	Time result

	
	
	Time of conflict detection, s
	Time of conflict resolution, s

	1st aircraft VKO105 distance to NALEG 27 n.m.

2nd aircraft UKR5906 distance to NALEG 42 n.m. vertical speed 4 meters per second


	Person #1
	20
	25

	
	Person #2
	33
	38

	
	Person #3
	65
	73

	
	Person #4
	56
	62

	
	Person #5
	65
	75

	
	Person #6
	43
	49

	
	Person #7
	47
	55

	
	Person #8
	35
	42

	
	Person #9
	38
	45

	
	Person #10
	53
	58

	
	Person #11
	29
	33

	
	Person #12
	42
	49

	
	Person #13
	49
	60

	
	Person #14
	52
	57

	
	Person #15
	40
	47

	
	Person #16
	32
	38

	
	Person #17
	39
	44

	
	Person #18
	60
	66

	
	Person #19
	37
	44

	
	Person #20
	42
	48

	
	Person #21
	39
	43

	
	Person #22
	49
	53

	
	Person #23
	41
	49

	
	Person #24
	48
	55

	
	Person #25
	35
	42

	
	Person #26
	37
	43

	
	Person #27
	43
	50

	
	Person #28
	46
	53

	
	Person #29
	35
	45

	
	Person #30
	38
	41


The results of investigation including random values given by the program “Microsoft Excel”.
Average value              43,58065

Standard deviation      10,10866

Variation                      23,1953
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Fig. 4.2 – Results of exercise #1

4.4. Mathematical evaluation of situation #2

Situation #2 

1st aircraft DLH079; distance to point SUMKA 54 n.m.; flight level 330; airspeed 860 km/h; heading 068 degrees.
2nd aircraft BRU325; distance to point SUMKA 59 n.m.; flight level 330; airspeed 880 km/h; heading 132 degrees.

Table 4.4 – Situation #2 main data
	Point of conflict situation 
	NALEG

	Type of conflict situation 
	Same direction tracks

	Altitude of conflict
	FL330

	Minimum distance between aircraft
	1,6 km

	Actions to solve the conflict
	BRU325, descend to FL270 due to non RVSM equipment.
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Fig. 4.3 – Exercise #2

Table 4. 5 – Results of investigation among students air traffic controllers.

	Situation
	Person under study
	Time result

	
	
	Time of conflict detection, s
	Time of conflict resolution, s

	1st aircraft DLH079 distance to SUMKA 54 n.m.

2nd aircraft BRU325 distance to SUMKA 59 n.m.


	Person #1
	23
	30

	
	Person #2
	28
	32

	
	Person #3
	31
	40

	
	Person #4
	17
	24

	
	Person #5
	53
	72

	
	Person #6
	42
	51

	
	Person #7
	17
	22

	
	Person #8
	35
	42

	
	Person #9
	27
	37

	
	Person #10
	39
	48

	
	Person #11
	47
	57

	
	Person #12
	18
	27

	
	Person #13
	51
	57

	
	Person #14
	53
	58

	
	Person #15
	49
	58

	
	Person #16
	44
	50

	
	Person #17
	29
	36

	
	Person #18
	21
	29

	
	Person #19
	20
	26

	
	Person #20
	37
	42

	
	Person #21
	52
	62

	
	Person #22
	46
	53

	
	Person #23
	45
	51

	
	Person #24
	21
	30

	
	Person #25
	48
	55

	
	Person #26
	39
	48

	
	Person #27
	38
	43

	
	Person #28
	25
	34

	
	Person #29
	48
	54

	
	Person #30
	17
	26


The results of investigation including random values given by the program “Microsoft Excel”.

Average value              35,87097
Standard deviation      12,59561
Variation                      35,1137
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Fig. 4.4 – Results of exercise #2

4.5. Mathematical evaluation of situation #3

Situation #3
1st aircraft PLK251; distance to point SUMKA 31 n.m.; flight level 302 descending to FL250; airspeed 540 km/h; heading 206 degrees; vertical speed 2 meters per second;

2nd aircraft LTL135; distance to point SUMKA 59 n.m.; flight level 270; airspeed 840 km/h; heading 132 degrees;
Table 4.6 – Situation #3 main data
	Point of conflict situation 
	NALEG

	Type of conflict situation 
	Same direction tracks

	Altitude of conflict
	FL270

	Minimum distance between aircraft
	12,75 km

	Actions to solve the conflict
	PLK251, increase your vertical speed due to traffic.
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Fig. 4.5 – Exercise #3

Table 4.7 – Results of investigation among students air traffic controllers.

	Situation
	Person under study
	Time result

	
	
	Time of conflict detection, s
	Time of conflict resolution, s

	1st aircraft PLK251 distance to SUMKA 31 n.m.

2nd aircraft LTL135 distance to SUMKA 59 n.m. vertical speed 2 meters per second


	Person #1
	46
	60

	
	Person #2
	37
	48

	
	Person #3
	80
	85

	
	Person #4
	120
	155

	
	Person #5
	105
	115

	
	Person #6
	117
	124

	
	Person #7
	89
	97

	
	Person #8
	90
	103

	
	Person #9
	80
	88

	
	Person #10
	67
	75

	
	Person #11
	69
	75

	
	Person #12
	52
	60

	
	Person #13
	89
	94

	
	Person #14
	88
	97

	
	Person #15
	70
	78

	
	Person #16
	111
	119

	
	Person #17
	39
	47

	
	Person #18
	102
	111

	
	Person #19
	82
	92

	
	Person #20
	106
	112

	
	Person #21
	51
	59

	
	Person #22
	108
	114

	
	Person #23
	115
	120

	
	Person #24
	63
	68

	
	Person #25
	53
	62

	
	Person #26
	99
	106

	
	Person #27
	77
	87

	
	Person #28
	70
	80

	
	Person #29
	52
	62

	
	Person #30
	102
	110


The results of investigation including random values given by the program “Microsoft Excel”.

Average value              80,19355
Standard deviation       24,15149
Variation                      30,1165
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Fig. 4.6 – Results of exercise #1

4.6. Mathematical evaluation of situation #4

Situation #4
1st aircraft BRU4136; distance to point NALEG 41 n.m.; flight level 310; airspeed 810 km/h; heading 269 degrees;

2nd aircraft NVG909; distance to point NALEG 45 n.m.; flight level 310; airspeed 840 km/h; heading  222 degrees.
Table 4.8 – Situation #4 main data
	Point of conflict situation 
	NALEG

	Type of conflict situation 
	Same direction tracks

	Altitude of conflict
	FL310

	Minimum distance between aircraft
	4,3 km

	Actions to solve the conflict
	NVG909, descend to FL270 do to non RVSM approved.
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Fig. 4.7 – Exercise #4

Table 4.9 – Results of investigation among students air traffic controllers.

	Situation
	Person under study
	Time result

	
	
	Time of conflict detection, s
	Time of conflict resolution, s

	1st aircraft BRU4136 distance to NALEG 41 n.m.

2nd aircraft NVG909 distance to NALEG 45 n.m.


	Person #1
	19
	32

	
	Person #2
	20
	28

	
	Person #3
	25
	30

	
	Person #4
	27
	50

	
	Person #5
	24
	34

	
	Person #6
	22
	29

	
	Person #7
	20
	25

	
	Person #8
	25
	30

	
	Person #9
	21
	30

	
	Person #10
	19
	24

	
	Person #11
	25
	34

	
	Person #12
	27
	32

	
	Person #13
	26
	36

	
	Person #14
	22
	32

	
	Person #15
	25
	31

	
	Person #16
	26
	32

	
	Person #17
	24
	32

	
	Person #18
	25
	31

	
	Person #19
	26
	32

	
	Person #20
	19
	26

	
	Person #21
	25
	34

	
	Person #22
	19
	27

	
	Person #23
	25
	32

	
	Person #24
	23
	28

	
	Person #25
	19
	28

	
	Person #26
	21
	28

	
	Person #27
	19
	24

	
	Person #28
	22
	31

	
	Person #29
	23
	33

	
	Person #30
	21
	31


The results of investigation including random values given by the program “Microsoft Excel”.

Average value              22,64516
Standard deviation       2,677665

Variation                      11,8244
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Fig. 4.8 – Results of exercise #1
Conclusion to chapter 4

The result of experiment show us that another students have different results in the same situations. First of all it depends on the features of the human body and mind.  The second factor is environment quality. 

The average time for different situations varies from 22,6 to 80,2 seconds.

The standard deviation is from 2,7 to 24,2 seconds.

From the tables and diagrams is seen that the variation of results is not more than 35 percents that shows us the a measure of the relative dispersion of the random variable also it shows what proportion of the average value of this quantity is its average spread.

GENERAL CONCLUSIONS
So, at the end of my work we can make the following conclusion. The right decision is very important for air traffic controller, for safe and ordinary air flow. Decision making time is an important indicator of rightness of decision made by controller. The adequate training of students air traffic controllers is significant for giving the correct algorithm of decision making and decreasing of this indicator.

As was shown in work results of experiment are very different. First of all it depends on particular features of each student but also we think that regular intensive trainings can improve this index.
Time of decision making is very important for safe and efficient work of air traffic controller. The better time of decision making may give us a lot of advantages such as:

- less workload of air traffic controller at the same intensity 

- more effective air traffic control

- more better capacity

- reducing of delays

But there are many factors that influence on time of decision making. These factors are:

- experience

- age

- stress

- boredom

- time pressures

- volume and complexity of air traffic

- training

That’s why our country should consider reducing time of decision making aming air traffic controllers as a real plan and try to take the most reasonable advantages for Ukrainian country.

We consider influence of SHELL model elements on decision making time. As we see the systems perspective considers a variety of contextual and task-related factors that interact with the human operator within the aviation system to affect operator performance.

Also it was considered that not only hardware, software, environment and liveware influence on decision making time but also human characteristics are important for safe and effective work of air traffic controller.

The SHELL model can be used as safety analyses tool, licensing tool and training tool.

Thus we can sum up that SHELL model is very important as a factor that influence on decision making process and as a result on decision making time

The result of experiment show us that another students have different results in the same situations. First of all it depends on the features of the human body and mind.  The second factor is environment quality. 

The average time for different situations varies from 22,6 to 80,2 seconds.

The standard deviation is from 2,7 to 24,2 seconds.

From the tables and diagrams is seen that the variation of results is not more than 35 percents that shows us the a measure of the relative dispersion of the random variable also it shows what proportion of the average value of this quantity is its average spread.
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