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ABSTRACT

The explanatory note of the qualification work "Intelligent technology for
predicting aircraft trajectories at the airfield" is made on 72 pages, contains 14
figures, 5 tables, 2 appendices and a list of used literature from 20 items.

ARTIFICIAL NEURAL NETWORKS, TRAJECTORY PREDICTION,
DATA ANALYSIS, GEOSPATIAL DATA, OPTIMIZATION, PROGRAMMING,
AIRPORT OPERATIONS.

The object of research is the process of forecasting the trajectories of aircraft
movement at the airport, which includes the movement of aircraft on the plane of the
airport, taking into account various factors, such as weather conditions, limitations of
the airport infrastructure and other circumstances.

The subject of research is 3actocyBanns the application of transformative
neural networks for predicting the trajectories of airplanes on the airfield. This
includes the development and optimization of transformative neural network models,
the collection and preparation of data for training these models, as well as the
experimental study of the effectiveness of these models in predicting aircraft
trajectories on an airfield.

The purpose of the qualification work — conducting research and developing
an effective methodology for predicting aircraft trajectories at airfields using
transformative neural networks. And also - in obtaining reliable forecasts that can be
used to optimize aviation operations, improve safety and improve the efficiency of air
traffic management.

Research methods include mathematical modeling of the researched processes,
system analysis, object-oriented programming. Modern application software
packages MatLab, Python development environment were used. Experimental studies
of the developed algorithms were also carried out on a real-time video surveillance
system.

The theoretical studies consisted of the mathematical foundations of

transformative neural networks, the study of different methods of predicting aircraft



trajectories, their advantages and disadvantages, and an overview of the various
machine learning models used to predict trajectories.

The scientific novelty of the obtained results is determined by the improvement
of already existing models and methods. The work may take into account current
trends in the field and research priorities. For example, in connection with the
growing use of artificial intelligence in aviation, work with transformative neural
networks corresponds to current trends in this field. The choice of research will be
aimed at the needs of current problems in the field of aviation.

In the course of the work, the work algorithms of the most famous methods
were analyzed. Also, popular software systems were considered and it was
established that each of the above-mentioned lost products has advantages and certain
disadvantages, which were taken into account when creating a comprehensive
approach and improving the algorithm for improving the system.

The practical value of the results of the work covers a wide range of
applications in the field of aviation, which contributes to the improvement of safety,
efficiency and innovation in this field and consists in the study of the best algorithms
for predicting the trajectories of airplanes on airfields based on transformative neural
networks. The results of the study can serve as a basis for the development of
decision support systems for controllers and operators at airports, which will help
them solve complex situations and optimize work processes. The results of the
research can be used for the development of autonomous air traffic control systems at
airports, which has the potential to reduce the burden on the human factor and
increase the efficiency of operations. The obtained models and methods can be used
in research and training in the field of aviation technology and engineering in

preventing accidents and reducing the risk of collisions at airfields.



PE®EPAT

[losicHroBanpbHa ~ 3ammcka  KBamidikamiiftHOi  pobotu  «IHTenekTyanbHa
TEXHOJIOT1 MPOTHO3YBAHHS TPAEKTOPIN PyXYy JITaKiB Ha a€poJIpoMi» BUKOHAHA Ha 72
CTOpiHKaX, MICTUTh 14 pUCyHKIB, 5 TaOnuib, 2 JAOAATKIB Ta CIMCOK BUKOPUCTAHOT
miteparypu 3 20 HallMeHyBaHb.

IITYYHI HEWPOHHI MEPEXI, IIPOTHO3YBAHHS TPAEKTOPIIA,
AHAJII3 JNAHUX, 'EOINTPOCTOPOBI JNAHI, OITUMI3ALLLA,
[TIPOTPAMYBAHHS, AEPOIIOPTOBI OITEPALIIL.

O0’€eKTOM JIOCHIIKEHHS € MPOLIEC MPOTHO3YBAHHS TPAEKTOPIN pyXy JiTaKiB Ha
aepoapoMi, SIKHI BKJIIOYA€E B c€0€ pyX MOBITPSHUX CYJIEH Ha IUIOIIHMHI aepoJIpoMy, 3
ypaxyBaHHAM pI3HMX (aKTOpiB, TaKUX SK TOTOAHI YMOBHU, OOMEKEHHS
1H(PaACTPYKTYpH aepoApoOMy Ta 1HIII 0OCTABUHHU.

[IpenmMeToM JOCHIIKEHHS € 3aCTOCYBaHHS TpaHC(HOpPMEPHUX HEHPOHHUX
MepexK JUIsl MPOTHO3YBaHHS TPAEKTOPIM pyxy JiTakiB Ha aepoapomi. Lle Bkimouyae B
cebe po3poOKy Ta ONTUMI3ALI0 MOJIeTel TpaHC(HOPMEPHUX HEMPOHHUX MEpex, 301p
Ta MIATOTOBKY JaHUX JUIS HaBYaHHS IMX MOJENel, a TaKoX EKCIepHMEHTalbHE
JOCIIIKEHHS €(DEKTUBHOCTI IMX MOJIeNIel y MPOrHO3YBaHH1 TPAEKTOPIN PyXy JIITaKiB
Ha aepOIPOMI.

Mera xBamiikariifHoi poOOTH — TPOBEJACHHS MOCTIIKEHHS Ta po3poOKa
e(EeKTUBHOI METOJIOJIOT1T MPOTHO3yBaHHS TPAEKTOPIN PyXy JIITAKIB HA aepoApoMax 3a
JIOTIOMOTO10 TpaHCHOPMEPHUX HEHPOHHUX MEPEK. A TaKOK — B OTPUMAaHHI HaIHHUX
MPOTHO31B, SIKI MOXYTh OyTHM BHUKOPHUCTaHI1 JUIsl ONTHUMi3alli aBialliHUX Omeparii,
M1JBUILIEHHS O€3MEeKH Ta MOJINIIeHHS €e()EKTUBHOCTI YIIPABIIHHS NOBITPSIHUM PYXOM.

Metoau AOCHIDKEHHS BKJIIOYAlOTh B ceOe MaTeMaTHYHE MOJETIOBAaHHS
JOCIIKYBAaHUX  MPOLECIB, CHUCTEMHOMY  aHaii3l, OO0'€KTHO-OPIEHTOBAHOMY
nporpaMmyBaHHi. BUKopucCTOBYBasiMcCs CcydacHI MakeTd MNPUKIAJAHOTO MPOrpaMHOTO
3abe3neueHdss Matlab, cepemoBuiie po3poOku Python. Takox Oynm mpoBezaeHi
EKCIIEPUMEHTAIbHI  JOCHIKEHHS  PO3pOOJICHMX ~ alrOpUTMIB  HA  CHUCTEMI

BIJICOCTIOCTEPEIKEHHS PEATHHOTO Yacy.



Teopetnuni  AOCHDKEHHS ~ CKJIajaiucia 3  MaTeMaTHYHUX  OCHOB
TpaHcOpPMEPHUX HEHPOHHUX MEpek, BUBUCHHS PI3HUX METOIB MPOTHO3YBAHHS
TPA€EKTOPIN JIITaKiB, iX MepeBar Ta HEIOMIKIB Ta OTJIS PI3HUX MOJejel MaIIMHHOTO
HaBYaHHS, K1 BUKOPUCTOBYIOTHCS JJISI MPOTHO3YBAHHS TPAEKTOPIM.

HaykoBa HOBH3HA OJIep>KaHUX PE3YJIbTATIB BU3HAYAETHCS BJIOCKOHAJICHSIM BXKE
ICHYIOUMX Mojelie Ta MeTonaiB. PoOoTa Moke BpaxoByBaTH CydacHI TEHACHINT Y
rajly3l Ta TMPIOPUTETH AOCHKeHb. Hampuknaa, y 3B'SI3KYy 31 3pOCTaHHAM
3aCTOCYBaHHS INTYYHOTO 1HTEJIEKTy B aBiaiii, poboTa 3 TpaHcHOpMEPHUMHU
HEHPOHHMMH MEpPEKaMHU BIJINOBIJA€ aKTyalbHUM TEHIEHUIAM y Wi ramy3i. Bubip
JOCIIIKEHHS OyJ1e COpsIMOBaHUM HAa MOTPEOU aKTyaJlbHUX IPOOJIEM y Taly31 aBiallii.

B xoxai pobotu mpoaHanizoBaHO aJITOPUTMHU POOOTH HAWBIIOMIIIUX METO/IIB
Tako, pO3TASHYTO MOIMYJSPHI MPOTPAMHI CHCTEMHU Ta BCTAHOBJICHO HACTYITHE, IO
KOXXHUM BUINEBKAa3aHUI MPOTrpaHUil MPOIYKT Ma€ MepeBaru Ta MeBHI HEIIOMIKH, IO
OyJ10 BpaxoBaHO, MPU CTBOPEHHI KOMIUIEKCHOTO M1XO/y Ta MOJIMIIEHHS aJTOPUTMY
JUTSL BIOCKOHAJICHHS] CHCTEMU.

[IpakTuuHe 3HAYECHHS OJEPKAHUX PE3YJbTATIB POOOTH OXOIUIIOE HIUPOKHUI
CIIEKTp 3acToCcyBaHb y cdepl aBiaiii, M0 CHOpUSE€ TOKpaIICHHIO Oe3MNeKH,
¢(EeKTUBHOCTI Ta IHHOBAIlIM B IIM Taly3l 1 MOJjsArae B JOCIIKCHHI HaWKpalmx
QITOPUTMIB JIJISl IPOTHO3YBAHHS TPAEKTOPIN PyXy JITaKiB Ha aepoJpoMax Ha OCHOBI
TpaHCPOpPMEPHUX HEUPOHHUX MEpEkK. Pe3ymbrat MOCHiIKEHHS MOXYTh CIIYXKUTH
OCHOBOIO JIJISl PO3POOKH CUCTEM MIATPUMKHU TPUUHATTS PIlIEHb IS AUCIIETYEPiB Ta
OTepaTopiB Ha aepoapomax, 110 JIOMOMOXKE iM y BUPIIICHH] CKJIAJIHUX CUTYaIlii Ta
ontumizauii poOoumx mpoueciB. Pe3ynbrath  AOCHIKEHHS MOXYTh OyTH
BUKOPHUCTaHI IS PO3POOKH aBTOHOMHHUX CHCTEM YTMPABIIIHHS MOBITPSHUM PYXOM Ha
aepoJpoMax, IO Ma€ MOTEHIIal 3HU3UTH HAaBAaHTAXKEHHS Ha JOJCHKUN (aKToOp Ta
MiABUIUTH €dEeKTUBHICTh omepariid. OTpumaHi MozeNl Ta METOIU MOXYTh OyTH
BUKOPHUCTaHI Y JTOCHI/DKEHHSAX Ta HaBUaHHI y Traiy3l aBialifHOI TEXHIKK Ta 1HXEHepii

y 3amo0iraHHi aBapiii Ta 3SMEHIIEHH] PU3UKY 31TKHEHb Ha aepOoApOMax.
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INTRODUCTION

Theme actuality. In today's world, aviation safety and the efficiency of aircraft
movement at airfields are among the key aspects that require constant improvement
and improvement of technology. Forecasting aircraft trajectories at airfields is an
Important step in ensuring the safety and efficiency of aviation operations. This
research examines the problem of predicting the trajectories of airplanes on airfields
using intelligent technologies, in particular transformative neural networks.
Transformative neural networks are a powerful tool in the field of sequential data
processing, and they are able to efficiently model complex dependencies between
input and output data.

Connection of work with scientific programs, plans and topics is justified by
the fact that there are many research projects carried out within the framework of
specific scientific programs or research plans. Work on predicting aircraft trajectories
at aerodromes can be part of such a program or plan that focuses on improving
aviation safety and efficiency.

The purpose and tasks of the research. The purpose of the qualification work
(project) is to study the method of predicting the trajectories of aircraft on airfields
based on transformative neural networks. The advantages of this approach compared
to existing methods are investigated and an experimental study is conducted to
confirm the effectiveness of the proposed method.

To achieve the specified goal, a number of tasks must be completed:

1. Investigate existing methods of forecasting aircraft trajectories at airfields,
their advantages and disadvantages;

2. Get acquainted with the theory and practice of using transformative neural
networks in the field of sequential data processing;

3. Using the knowledge of transformative neural networks, investigate the
method of forecasting the trajectories of airplanes on airfields;

4. Determine the architecture of the neural network that will be used to predict
trajectories;

5. Analysis of existing software of a similar direction;

14



6. Collect the necessary data for training and testing the model, as well as
prepare them for further processing;

7. Perform experimental testing of the developed method on real data or
simulations;

8. Evaluate the effectiveness of the developed method compared to existing
approaches and draw conclusions;

9. If necessary, make adjustments to the developed method or model based on
the results obtained..

The structure of this work includes an introduction, 3 chapters, conclusions and
a list of used sources (20 references).

The introduction of the work highlights the relevance of the research,
formulates the goal and set tasks that must be completed in order to achieve the goal.

In the first chapter, the purpose of the study and the formulation of the problem
of forecasting the trajectory of aircraft movement at the airfield are determined. An
analysis of the existing methods of forecasting aircraft trajectories is carried out, with
an overview of their advantages and disadvantages.

The second section provides an overview of transform neural networks and
their use in the problem of trajectory prediction. The method of predicting trajectories
based on transformative neural networks is described, including the architecture of
the model.

The third section provides a description of the data set for the experimental
study, sets the parameters of the experiment. The results of the experiment and their
analysis are presented and compared with existing methods. Conclusions from the
experimental study are formulated.

The conclusions state the main conclusions that were made during the

execution of the work.
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CHAPTER 1
STATEMENT OF THE PROBLEM OF FORECASTING,

1.1. Description of the problem of forecasting the trajectories of aircraft
movement at the airfield

Forecasting the trajectories of aircraft at the airport is a complex and important
task that faces a number of challenges and problems. The main problem is the need to
predict the future paths of aircraft movement in the limited space of the airfield,
taking into account various factors, such as weather conditions, air traffic, limitations
of the airfield infrastructure, instructions of controllers and other circumstances. One
of the main difficulties is the large number of variables that can affect the trajectory
of the aircraft. For example, weather conditions, such as wind, cloudiness,
precipitation, can change dynamically and affect the flight path of the aircraft. In
addition, airfield constraints, such as runway configuration, maneuvering or service
restrictions, are also important to consider when predicting trajectories. Other
complexities include the need to accurately account for the actions of controllers and
pilots, who may make changes to the aircraft's trajectory through rerouting decisions,
delays, or priorities.

Moreover, the prediction of aircraft trajectories at the airfield is also related to
Important aspects of safety. It is important to anticipate possible situations of
collisions or conflicts of trajectories and to develop strategies for their avoidance.
Therefore, the problem of forecasting the trajectories of aircraft at the airfield is a
complex task that requires a comprehensive approach and consideration of various
factors to achieve accurate and reliable results. The problem of predicting aircraft
trajectories at the airfield becomes especially relevant in modern air transport with
the growth air traffic and the development of new technologies. The main aspects
affecting this problem include:

1. Specifics of the airfield. Each airfield has its own unique characteristics,
such as geographic location, size, runway configuration, taxiway location, and other
features that need to be considered when predicting trajectories.

16



2. Weather conditions. Weather conditions can significantly affect aircraft
trajectories through effects such as wind, turbulence, cloud cover and precipitation.
Forecasting must take these factors into account to ensure traffic safety and
efficiency.

3. Air traffic. As the volume of air traffic increases, it becomes important to
coordinate the movement of aircraft at the airport to avoid conflicts and ensure
smooth traffic.

4. Actions of controllers and pilots. The actions of controllers and pilots can
change the trajectory of aircraft due to unforeseen circumstances, such as technical
problems, worsening weather conditions or changes in traffic flow.

5. Safety and efficiency. One of the main goals of this forecasting is to ensure
the safety and efficiency of aviation operations. It is important to consider target
metrics such as minimizing delay time, increasing airfield capacity and avoiding
incidents.

6. Technological challenges: With the development of new technologies in
aviation, such as autonomous systems and drones, there is a need to improve
forecasting methods that can adapt to these new technological changes.

7. Increasing the amount of data. With the growing amount of data collected in
real time, such as aircraft traffic data, weather data, and others, there is a need to use
efficient methods to process and analyze this data for accurate forecasting.

8. Heterogeneity of data. Data used for forecasting can be heterogeneous in
nature, including structured and unstructured data, requiring the development of
methods to integrate and process these diverse sources.

9. Analysis of risks and security. Working with a high-risk industry, it is
Important to consider the potential risks and threats associated with the prediction of
aircraft trajectories at an aerodrome, and to develop methods for their detection and

management.
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10. Social and economic impacts. Accurately predicting aircraft trajectories can
have major social and economic impacts, including reducing delays, improving
traffic efficiency, reducing fuel consumption and CO, emissions, and improving the
passenger experience.

This pie chart (see fig. 1.1) illustrates the main aspects of the problem of
predicting aircraft trajectories at an aerodrome and shows the percentage influence of
each aspect. Such a visualization will help to better understand which factors are key

in this problem.

m Air traffic flow
Technological challenges
Weather conditions

17%

Actions of dispatchers

= Airfield restrictions

13%

22%

Fig. 1.1. Description of the problem of forecasting aircraft trajectories at the airfield

1.2. Analysis of factors affecting the trajectory of aircraft movement at the
airfield

In table 1.1 is show an analysis of the factors affecting the trajectory of an
aircraft at an aerodrome includes a careful study of the various aspects that can affect

the movement of an aircraft at an aerodrome.
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Table 1.1

Diagram of factors affecting the trajectory of movement

Ne | The main factors | Parameter DESCRIPTION
1 Weather Wind Wind strength and direction can
conditions significantly affect the trajectory of
aircraft during take-off, landing and
maneuvering in the airspace of an
aerodrome. Strong crosswinds may
require course corrections to ensure
safety.
Cloudiness Poor visibility or low cloud cover may
and visibility limit visibility for pilots and require the
use of instrument approaches for take-off
and landing.
Precipitation | Heavy rain, snow or fog may reduce
and fog visibility and require additional safety
measures, such as increasing the distance
between aircraft.
2 Airfield Runway The availability and configuration of
restrictions configuration | funways may limit maneuverability and
require the use of specific aircraft routes.
Placement of | The arrangement of taxiways and aircraft
lanes and | stands can affect the movement paths of
: aircraft during maneuvering on an
parking lots:
aerodrome.
3 Actions of | Air traffic | Instructions and directives issued by air
controllers  and | control traffic controllers may affect aircraft
pilots routes and trajectories to ensure safety

and coordination of air traffic.

Pilot solutions

Decisions made by pilots, such as
changes in course or altitude, can also
affect aircraft trajectories at an
aerodrome in accordance with air traffic
controllers' instructions and safety
standards.
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Analysis of these factors requires a thorough understanding of their
interrelationship and impact on aircraft movement at the airfield in order to develop
effective strategies for predicting trajectories and ensuring the safety and efficiency

of aviation operations.

30%

= Weather conditions

Actions of controllers and pilots

Airfield restrictions

30%

Fig. 1.2. List of factors that affect the trajectory of movement

1.3. Review of methods and approaches for forecasting aircraft
trajectories at the airfield

The review is a broader and more general description of the various
methods and approaches that can be used to predict aircraft trajectories at an
aerodrome. It includes a description of not only existing methods, but also possible
directions for further research and development in this field.

— Statistical methods (review of statistical methods includes analysis of
different approaches, such as time series analysis, regression analysis, extrapolation
methods and others). Advantages and disadvantages of each method, its application
in different conditions and problems that may arise when using it are considered.

— Machine learning methods (review of machine learning methods covers such

models as neural networks, decision trees, support vector method and others).
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Considers how these methods can be used to solve the problem of predicting aircraft
trajectories, their advantages, disadvantages and limitations.

— Physical models (an overview of physical models includes consideration of
the mathematical and physical principles that underlie these models). Advantages and
limitations of physical models compared to other forecasting methods are analyzed in
detail.

— Integration of methods (the review includes consideration of the possibilities
of integration of different methods to obtain more accurate and reliable forecasts). It
Is investigated how a combination of different methods can help reduce forecasting
errors and improve the performance of the forecasting system.

— Directions for further research (the review may include an overview of
potential directions for further research in the field of predicting aircraft trajectories
at an aerodrome). Possibilities of improving existing methods, introducing new
technologies and developing innovative approaches are considered.

A general overview of methods and approaches for predicting aircraft
trajectories at an aerodrome includes a detailed consideration of the various methods
that can be used for this task. Therefore, a review of methods and approaches for
predicting aircraft trajectories at an aerodrome provides a deeper understanding of the
various methods, their potential advantages and limitations, as well as identifying

avenues for further research development in this field.

1.4.Analysis of existing methods of forecasting aircraft trajectories

The analysis focuses on specific methods and approaches that are
already used to predict aircraft trajectories at the airfield. He conducts a detailed
review of existing methods, their advantages and disadvantages, the results of their

use, and possible ways of improvement.
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1.4.1. Overview of statistical forecasting methods: extrapolations and
regression analysis
The analysis of existing methods of forecasting aircraft trajectories at the
airfield is an important stage for understanding and evaluating the effectiveness of
different approaches in this field. When conducting such an analysis, it is important
to consider various aspects of each method, including its accuracy, speed, difficulty
of use, and limitations. A general analysis of existing methods for predicting aircraft
trajectories at an aerodrome should take into account these and other aspects of each
method, as well as take into account the specific requirements and limitations arising

in the context of a specific prediction task.

Table 1.2
Advantages and disadvantages of methods
Ne | Parameters | Advantages Drawbacks
1 | Statistical Statistical methods usually | They may be less effective in
methods work well for short-term | the case of complex or non-

forecasting and when there is
sufficient historical data.

linear relationships between

input variables and trajectories.

2 | Methods of

Machine learning methods can

They may require large

machine effectively account for | amounts of training data and

learning complex relationships  and | computing resources, and may
adapt to changing conditions. | be less interpretable.

3 | Physical Physical models can provide a | They can be difficult to use

models deeper understanding of the | and require detailed knowledge

physical principles underlying
aircraft motion.

of aerodynamics and other
physical processes.

4 | Integration

of methods

Integrating different methods
can help compensate for the
shortcomings of each method
and provide more accurate and
reliable predictions.

Integration can be complex
and require additional time and
and

resources to develop

implement.

22




1.4.2. Comparison of different machine learning approaches used to

predict aircraft trajectories

Conducting research in the field of predicting aircraft trajectories using

various methods, such as neural networks, deep learning methods, decision trees, and

others, is important for the further development of aviation technology and improving

the safety and efficiency of air transportation. In general, the study of methods for

predicting the trajectories of airplanes on the airfield using neural networks, deep

learning methods, decision trees, and other machine learning methods is an important

step in the direction of improving aviation technology and ensuring flight safety.

Table 1.3
Main arguments regarding the expediency of research

Ne | Arguments Advantages Drawbacks

1 | Neural Neural networks and deep | One of the main disadvantages
networks and | learning techniques can | js the need for a large amount of
deep learning | effectively model complex | gaia for training, as well as the
methods: dependencies between Input difficulty of interpreting the

data and output trajectories.
results of the model.
They can automatically
identify important patterns
and adapt to  new
conditions.

2 | Decision trees | Decision trees can be easily | Some machine learning methods
and other | interpreted and used to | can be less accurate compared to
machine make decisions based 0N | more complex models such as
learning simple rules. Other machine neural networks.
methods: learning techniques, such as

the support vector method
or cluster analysis, can also
be effective for predicting
trajectories.
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3 |The potential | Integrating different | Integration can be complex and
for integration | techniques, such as neural | require additional time and
of methods: networks and  decision | resources to develop and
trees, can help take into | implement.

account the advantages of
each approach and
compensate  for  their
disadvantages. For
example, you can use
neural networks to detect
complex dependencies, and
decision trees to make
decisions based on simple

rules.

1.4.3. Analysis of physical models used to predict the movement of aircraft

at airfields

Analysis of the physical models used to predict aircraft movements at
aerodromes is key to understanding the physical principles underlying aircraft motion
and to determining the accuracy and reliability of such models. General analysis of
physical models for predicting aircraft movement at aerodromes helps to understand
the physical principles governing aircraft movement and to determine the most
effective approaches to model such movement with accuracy and reliability.

Aircraft kinematics and dynamics models describe the motion of an aircraft in
space, taking into account its velocity, acceleration, and position relative to time
(dynamics models account for the effects of forces such as thrust, gravity, and
aerodynamic forces on aircraft motion). An important aspect is the consideration of
aerodynamic and technical characteristics, such as lift and drag coefficients, play an

important role in modeling aircraft motion. Technical characteristics such as weight,
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dimensions, engine power and other parameters are also taken into account when
developing physical models. Mathematical modeling is no less important, since the
physical models of the aircraft can be expressed in the form of mathematical
equations describing the movement of the object in space according to the laws of
physics. These models can be linear or non-linear, depending on the complexity of
the motion and the consideration of non-linear effects such as changes in angle of
attack or stability. Physical models can be tested and validated using experimental
data obtained from real flights or simulations. This allows you to assess the accuracy

and reliability of the models and make adjustments if necessary(see fig 1.3).

9 9
8
7 I
Experimental verification Mathematical modeling Aerodynamic Kinematics and dynamics
characteristics

10

9

A~ U1 0O N

N W

B Score (out of 10)

Fig. 1.3. Evaluation of the effectiveness of physical models for forecasting the
movement of aircraft at the airport

1.5. Determination of advantages and disadvantages of existing methods

1.5.1. Highlighting the advantages of statistical methods in forecasting the
trajectories of airplanes on the airfield

Statistical methods have several advantages, including ease of use, easy
interpretation of results, the ability to work with large amounts of data, and saving
resources. They can be useful for predicting aircraft trajectories at an aerodrome
where historical data is widely available and when ease of use and efficiency are

Important.
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First, ease of use and implementation, as statistical methods usually do not
require complex mathematical models or deep understanding of physical laws. They
can be easily used and implemented even by people without specialized training in
the field of aviation technologies. One of the strengths of statistical methods is their
ability to provide interpretable results. It is known that they are allow to analyze the
relationships between various factors and movement planes, which makes it easier to
understand the impact of individual variables on the result.

Second, statistical methods can be very effective in situations where a large
amount of historical aircraft movement data is available for analysis. They can use
this data to identify patterns and trends in traffic, which helps refine forecasts.
Compared to some other sophisticated methods, such as deep learning models,
statistical approaches typically require less computing resources, making them cost-
effective for use on limited-capacity computers.

Thirdly, statistical methods, due to their ease of use, the ability to interpret
results, the ability to analyze large amounts of data and save resources, have become

an important tool in predicting the trajectories of airplanes on the airfield.

1.5.2. Assessment of advantages and limitations of machine learning
methods in the context of forecasting the movement of aircraft on the airfield

Assessing the advantages and limitations of machine learning methods in the
context of airfield traffic forecasting will help to understand how these methods differ
from other approaches and in which situations they may be most effective.
Advantages of machine learning methods:

1. Ability to work with large volumes of data. Machine learning methods,
particularly neural networks, can work effectively with large amounts of data due to
their ability to automatically detect and exploit complex relationships between
features. For example, in neural networks, an important mathematical basis is the
weighted sum principle:

Y wex;, +b (1.1)
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where z - weighted sum of input signals, w; - the weight of the i-th input, x; -
the value of the i-th input, b - landslide (bias). This principle allows the network to
take into account the influence of each input feature, taking into account its weight.

1. Taking into account complex dependencies. Machine learning techniques
can detect complex and non-obvious relationships between the input data and the
target variable. For example, in deep neural networks, using the backpropagation
method, the gradient descent method is used to optimize the model weights, which
allows finding the optimal model parameters to reduce the prediction error.

2. Automatic detection of important functions. Machine learning techniques
can automatically identify important features or features from input data using
techniques such as feature selection and feature importance. For example, in some
machine learning methods, such as decision trees, the importance of features can be
determined based on their contribution to reducing the heterogeneity criterion in the
tree. Thus, machine learning methods have a mathematical basis that allows them to
effectively work with large volumes of data, detect complex dependencies and
automatically determine important functions.

Limitations of machine learning methods:

1. The need for a large amount of data for training. Many machine learning
techniques, particularly neural networks, require large amounts of training data to
achieve high prediction accuracy. This is due to the fact that the weights of the model
need to be optimized using optimization algorithms that require a significant number
of examples to work effectively. Mathematically, this can be expressed as a loss
function optimization problem L, which depends on the parameters of the model 6:

0 x= argmin,L(X,y, 0) (1.2)

1. Difficulty in interpreting the results. Some machine learning techniques,
particularly deep neural networks, can be difficult to interpret because they operate
on complex mathematical models, such as neural networks with many layers. One
way to reduce this complexity is to use visualization techniques such as activation

analysis and gradient maps.
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2. Vulnerability to retraining. Machine learning techniques can be vulnerable to
overtraining on incorrect or noisy data. This can cause the model to become very
specific to the training data and generalize poorly to new, previously unseen data.
Mathematically, this can be expressed as minimizing training data costs X, ,;, , rather
than on test dataX,,;

0 *= argmingL(X 4ims ¥,y g 0) (1.3)

Consequently, machine learning techniques have their limitations, including
the need for large amounts of training data, the difficulty of interpreting the results,
and the vulnerability to overtraining. Understanding these limitations allows effective
use of machine learning methods in practical applications.

Given the above, machine learning methods have advantages in large volumes
of data, the ability to work with complex dependencies, and automatically detect
important features. However, they also have limitations in terms of data
requirements, difficulty in interpreting results, and vulnerability to overtraining.
Given these advantages and limitations, machine learning techniques can be a
powerful tool for predicting aircraft movements at an airport, but their effectiveness

depends on the specific situation, data availability, and user needs.

1.5.3. Determination of advantages and disadvantages of physical models

for forecasting trajectories of aeronautical vehicles on the airfield

Physical models have a number of advantages, such as fundamental physical
validity and the possibility of taking into account real factors, but they also have their
disadvantages, such as the complexity of modeling and limited accuracy due to the
incompleteness of models. Understanding these aspects allows for the effective use of
physical models to predict the trajectories of aeronautical vehicles on the airfield.
There are advantages and disadvantages of physical models in the context of their
application for forecasting the trajectories of aeronautical vehicles on the airfield in
detail:

Advantages of physical models:
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- Physical models are based on mathematical principles of physics,
aerodynamics and mechanics, which allows them to accurately reproduce the real
conditions of movement of aeronautical vehicles. For example, the motion of an
aerial vehicle can be described by Newton's differential equations or the laws of
conservation of energy and momentum. This can provide more accurate and reliable
predictions of movement trajectories and allows them to take into account the exact
patterns of movement of aeronautical vehicles.

— Physical models can take into account a wide range of physical and technical
parameters such as aerodynamic performance, air parameters, aircraft design, aircraft
mass and dimensions, etc. For example, the Navier-Stokes equation or aerodynamic
table data can be used to model aerodynamic forces. This makes it possible to more
accurately simulate the real conditions of movement of air installations.

— Physical models can be improved based on experimental data and
observations. For example, by adjusting the parameters of the model based on real
data, its accuracy can be improved. The technical features of such models are the use
of differential equations or numerical methods to approximate physical laws. This
makes it possible to constantly improve their accuracy and reliability in predicting
movement trajectories.

Disadvantages of physical models:

— Building and using complex physical models can be time-consuming and
require significant computing resources. For example, to solve the differential
equations of aerodynamics, you need to use numerical methods that can require a
significant amount of computing resources. For example, complex aerodynamic
models require complex calculations, which can delay the forecasting process.

— Even the most accurate physical models can have limitations in the accuracy
of predictions due to incompleteness or simplification of the models. For example,
taking into account all the factors that affect the movement of the aircraft can be a
difficult task, and some aspects may not be accurately taken into account in the

model.

29



— Physical models may be sensitive to changes in conditions or inputs, such as
changes in weather conditions or aircraft technical parameters. This can lead to
Inaccuracies in predicting movement trajectories.

Therefore, understanding the advantages and disadvantages of physical models
in the context of their application for forecasting the trajectories of aeronautical
vehicles on the airfield allows them to be effectively used in practical applications,

taking into account their mathematical and technical features.

30



CHAPTER 2
THE METHOD OF PREDICTION OF TRAJECTORIES BASED ON
TRANSFORMING NEURAL NETWORKS

2.1. Overview of transformal neural networks

Transformative neural networks are a powerful class of deep learning
architectures capable of achieving impressive results in sequence processing tasks
such as machine translation, text generation, and sequence prediction. The main
feature of transformer networks is their ability to process long sequences in one pass
and attention to context. In principle, transformative networks consist of two main
components: the attention mechanism and the encoding-decoding sub-network. The
attention mechanism allows the model to focus on different parts of the input data
during processing, which is critical for sequence processing tasks.

An encoding-decoding subnet is used to resolve sequential input and output
tasks such as machine translation.

In the context of predicting aircraft trajectories at an airport, transform
networks can be used to model the complex relationships between various factors
affecting aircraft movement, such as weather conditions, geographic features, and
controller actions. They can adapt to different conditions and are able to take into
account long-term dependencies in the data, which can improve the accuracy of
trajectory predictions. The use of transformer networks for the prediction of aircraft
trajectories can lead to the achievement of high results, which is confirmed both by
experimental data from the TrajAir dataset and by comparison with other prediction

methods.

2.2. The use of transform neural networks in the task of forecasting
trajectories

— The use of transformative neural networks in the task of predicting aircraft
trajectories at an airport is the application of deep learning architectures based on
transformative architecture to model and predict future aircraft trajectories.
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— Transformative neural networks were first introduced in Attention is All You
Need and have since become very popular in many sequence processing tasks such as
machine translation, text generation, and sequence prediction. The main feature of
transformer networks is their ability to process long sequences in one pass and
attention to context. In the context of predicting aircraft trajectories, transform neural
networks can be used to analyze and model complex relationships between various
factors, such as weather conditions, geographic features, controller actions, and the
behavior of other aircraft. They can adapt to different conditions and traffic
dynamics, which makes them effective for predicting trajectories in different
scenarios and conditions.

— The use of transformative neural networks in the task of predicting aircraft
trajectories on the airfield opens up new perspectives for improving the accuracy and
efficiency of forecasting:

— Transformer networks are known for their efficiency in modeling sequences,
which makes them ideal for analyzing and predicting aircraft trajectories, which can
be represented as sequences of coordinates, velocities, and other parameters.

— The attention mechanism inherent in transformer networks allows the model
to focus on different parts of the input data, which is especially important for
analyzing complex aircraft trajectories and taking into account the influence of
various factors.

— Transformer networks can adapt to different conditions and dynamics of
aircraft traffic, which makes them effective for use in different scenarios and
conditions.

— Since the movement of aerial vehicles can be highly correlated in time, it is
important to have a model that can take long-term dependencies into account.
Transformer networks are quite capable of this task, since they can effectively

transmit information at different remote time intervals.
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Table 2.4

Practical use of transform neural networks in the task of predicting traffic
trajectories at the airfield

Direction Application
Systems of | Development of a system that automatically predicts
automatic aircraft trajectories on the airfield based on
prediction of | transformative neural networks. This system can be used
trajectories to prevent potential collisions between aircraft,

determine optimal routes and improve air traffic

management.
Support of | Development of a decision support tool for air traffic
aviation controllers that analyzes large volumes of data on
controllers aircraft trajectories and provides recommendations on

optimal routes and maneuvers to ensure the safety and

efficiency of air traffic.

Forecasting Using transform neural networks to predict weather
weather conditions such as wind, turbulence, and other factors
conditions that may affect aircraft movement. This will make it

possible to provide more accurate and reliable forecasts

of aircraft trajectories and increase the level of flight

safety.
Management Development of a control system for autonomous air
system of | vehicles that uses transformative neural networks to

autonomous  air | predict trajectories and interact with other aircraft and

vehicles airfield infrastructure.
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Fig.2.4 ... 2.5. are show diagram of the potential trajectory of aircraft on an
airfield in Python using the Matplotlib library and pie chart for the trajectory

prediction method based on transform neural networks(see fig 2.4)

Aircraft trajectory at the airfield
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Fig. 2.4. Diagram of the potential trajectory of aircraft on an airfield
in Python using the Matplotlib library
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= |naccurate forecasts
= False forecasts

Other

Fig. 2.5. Pie chart for the trajectory prediction method based
on transform neural networks



These examples demonstrate the practical application of transformative neural
networks in the task of predicting the trajectories of the movement of air elements at
the airfield, which can lead to improvements in the efficiency and safety of air traffic.

In general, the use of transformative neural networks in the task of forecasting
aircraft trajectories allows for significant improvements in forecasting accuracy, and
also expands opportunities for the development of new methods and technologies in

this area.

2.3. Description of the method of predicting trajectories based on
transformative neural networks

The first step in designing an aircraft trajectory prediction system is a thorough
analysis of system requirements. This includes examining the needs of users (e.g. air
traffic controllers, pilots) and limitations that may arise in the process of use, such as
limitations on data processing time.

The next step is to choose an appropriate architecture for the forecasting
system. Transformative neural networks, due to their ability to process sequences and
attention to context, may be an ideal choice for this task. Then, it is necessary to
collect data about the trajectories of aircraft on the airfield and prepare them for
further use in modeling. This may include cleaning the data, removing outliers, and
creating features for further analysis. After collecting and preparing the data, you can
proceed to the stage of training the transformative neural network on this data. This
includes setting the parameters of the model and optimizing it to achieve maximum
accuracy in forecasting. After training the model, it must be validated against
independent test data to verify its effectiveness. Adjustments and adjustments can
then be made to improve the results.

The final stage will be the implementation of the trajectory prediction system
in the real environment and its implementation for use by users. This process allows

for the creation of an effective and reliable system for predicting aircraft trajectories
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at the airport, which can contribute to improving the safety and efficiency of air
traffic.

The main components of transformative neural networks are mechanisms of
attention and positional coding. These mechanisms allow the model to efficiently
process sequences of any length and to model relationships between elements of the
sequence without the need for recurrent or feedback loops.

The method of predicting trajectories based on transformative neural networks
Is that the model is trained on a large set of data on the movement of aircraft,
including their current coordinates, speed, direction of movement and other
parameters. After training, the model can accept input data about the current state of
the aircraft and predict its future trajectories based on the learned patterns and
context.

The description of the method of predicting trajectories based on
transformative neural networks (TNM) includes consideration of technical features
and mathematical aspects of this approach. Below | provide an overview of the main
technical aspects and mathematical features:

Architectural features:

— are based on the architecture of transformers, which includes mechanisms
of attention and positional coding.

— consist of a set of encoders and decoders, each of which contains several
layers of attention and regular layers of neural networks.

— encoders are responsible for analyzing the input data, while decoders are
responsible for generating the output sequence.

— Mechanisms of attention:

— the main component of transformers are attention mechanisms that allow
the model to interact with different parts of input sequences.

— effectively models relationships between elements of trajectories and

other important factors.
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: QKT
Attention (@, K, V) = softmax Vv (2.4)
vy,

where Q - request vector (query), K - matrix of keys (keys), V - matrix of values
(values), d; - dimension of the keys.

1. Positional coding:

— positional coding is used to include information about the positions of
elements of input sequences.

— ensuring the correct context when processing sequences.

PE(po,s,Qi) = Sin(pOS/]_OOOO%/dmodcl)

' 2.5
PE(pos,2z‘+1) = COS(pOS/]_OOUOZZ/dmadc]) ( )

where pos - position, i - position index, d_model - dimensionality of positional
coding.
2. Loss function and optimization:

— a loss function such as cross-entropy is used for training, which
estimates the difference between predicted trajectories and actual trajectories.

— stochastic gradient descent algorithms such as Adam or RMSProp (for
optimization are used.).

One example is the mean squared error (MSE), which is defined as follows:

n

— 1 . — A. 2
MSE = n Z(yz ¥i) (2.6)

i=1

where y;- the real value of the trajectory, y; - the predicted value of the trajectory, n -
number of examples.

3. Architectural hyperparameters:

— have different hyperparameters, such as the number of encoders and

decoders, the number of attention layers, the size of hidden layers, etc.
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— hyperparameters can affect the quality of forecasts and the speed of

model learning (see fig 2.6)
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Fig. 2.6. Evaluation of the method based on transformative neural networks

2.4. Architecture of the model for predicting trajectories

The architecture of the trajectory prediction model is the structure and
organization of a neural network, which is used to solve the problem of predicting the
future trajectories of objects, for example, airplanes on an airfield. This architecture
includes the dimensionality of the input and output data, the number of layers and
their configuration, the types of layers (eg, regular neural network layers, attention
layers, recurrent layers, etc.), and various activation functions and optimization
methods. The goal of the architecture is to create a model that can efficiently learn
complex dependencies between input trajectories and corresponding future
predictions, while providing fast learning and high prediction accuracy. For example,
to predict trajectories based on transformative neural networks, the architecture can
include encoders and decoders with several layers of attention, positional coding to
account for the order of data, and additional layers for processing and generating

output sequences.
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The architecture of the model for predicting trajectories is very complex, but its
main components include: input data (data about the movement of aeronautical
vehicles, which includes information about their current position, speed, acceleration,
angle of inclination, as well as possible additional parameters, such as meteorological
conditions); encoder (used to transform input data into a complex internal state,
which is an abstract representation of the aircraft's motion. This may involve the use
of different types of neural network layers, such as normal layers, attention layers,
recurrent layers); decoder (receives the internal state from the encoder and uses it to
generate future trajectory predictions. It can include similar types of layers as the
encoder, but is usually used to generate a sequence of output data); loss function
(determines the difference between predicted trajectories and actual trajectories.
These technical features allow the model to efficiently learn complex relationships
between input trajectories and corresponding future predictions, while providing fast
learning and high prediction accuracy.

During operation, the model predicts future trajectories based on information
about the current state of the aircraft and possible input influences, such as weather
conditions. The prediction path can be complex and depends on the specific model
architecture and the amount and quality of available data. Typically, a model is
trained on historical trajectory data and then uses that knowledge to predict future
trajectories in real time. Mathematically, the architecture of a model can be expressed
through a sequence of mathematical operations. For example, encoder and decoder
are represented as functions f,,. 1 fz.., Which are responsible for transforming the
input data into a complex internal state and generating future predictions accordingly.
The loss function L can be expressed in terms of root mean square error or another
function that measures the difference between predicted and actual trajectories.
During model training, we will use optimization techniques such as gradient descent
or A_dam to find the minimum of the loss function and update the model parameters.
The architecture of the transformative model includes a significant number of
computational operations, including matrix multiplication operations, attention and

attention operations, activation operations, and others. Performing these operations
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can require significant computing resources, especially when using large amounts of
data. Regularization methods such as dropout or weight regularization can be applied
to prevent overtraining and improve overall model performance. For effective
implementation of transformative architecture, optimized calculation libraries, such
as TensorFlow or PyTorch, as well as parallel computing methods, such as
distributed training on many devices, will be used. The diagram below shows the
general architecture of the model and helps to better understand the sequence of data

processing and forecast generation.(see fig 2.7)

Projected
trajectories

Fig. 2.7. General model architecture for processing data and forecast generation
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1. The input data is fed to the input of the model.
2. The encoder transforms the input data into an abstract internal state.
3. The decoder uses this internal state to generate future trajectory predictions.

4. Predicted trajectories are output to the model.
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CHAPTER 3
EXPERIMENTAL STUDY OF THE METHOD

3.1. Parameters of the experiment

Using the TrajAir dataset will allow detailed analysis and training of models
for predicting aircraft trajectories based on real data. Parameters of the experiment for

learning the trajectory prediction model based on transformative neural networks:

1. The architecture of a transformer neural network (Transformer) with an
encoder and a decoder is used. The number of layers is defined: 4 layers and
8 attention heads in each layer with a hidden layer size of 256, the size of
internal representations (from 128 to 1024), the number of attentions, the
batch size (batch size) and other parameters of the architecture.

2. A mean square error (MSE) function or other suitable loss function that
measures the root mean square difference between the predicted and actual
trajectories can be used to assess the accuracy of predictions.

3. An optimizer with a variable learning rate, such as Adam, and an exponential
decay rate at the beginning of learning will be used to train the model. For
example, the learning rate will be set to 0.001.

4. The TrajAir dataset is used, which contains historical data of aircraft
trajectories at airfields. The data can be divided into training, validation and
test sets.

5. The model will be trained for 50 epochs.

6. After completing the training of the model, its effectiveness is evaluated on
the validation and test data sets..

7. Metrics will be chosen to evaluate the accuracy of forecasts, such as root
mean square error, mean absolute deviation. The model is evaluated using
MSE (mean squared error) and MAE (mean absolute deviation). These

metrics help determine the accuracy of model predictions.
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8. The data is divided into training (70%), validation (20%) and test (10%) sets.
This helps determine how well the model generalizes to new data.
9. If desired, cross-validation can be used to assess the stability and
generalizability of the mode.
These parameters provide a complete description of the conditions for the
experiment of training the model on the data from the TrajAir dataset and achieving

high accuracy of forecasting the trajectories of air elements.

experiment_params = {

"model_architecture"”: {
"num_layers": 4,
"hidden_size": 256,
"num_heads": 8,
"batch _size": 64

s

"loss_function": "mse",

"optimizer": {
"type": "Adam",
"learning_rate": 0.001,
"weight decay": 0.001

¥
"training_data": "TrajAir_dataset”,
"epochs": 50,

"validation_split": 0.2,
"test_split": 0.1,
"evaluation_metrics": ["mse", "mae"]

After training the model on this dataset, images of aircraft trajectories, statistics
of prediction results, and comparison of predictions with actual trajectories could be
included. Additional analysis should also be conducted with this data, such as
determining the impact of various factors on the accuracy of forecasts, as well as
developing new approaches to improve the quality of forecasts. This will be
important in the context of the development of air traffic management systems,
airspace safety and optimization of airfield operations.

The new TrajAir dataset contains track records of several aircraft flying around
a typical airport without a control tower. In addition, TrajAir provides information on
weather conditions during these operations. TrajAir is an ideal resource for training,
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testing and benchmarking algorithms related to trajectory prediction, including
models that take social aspects into account.

The TrajAir dataset collects aircraft traffic information at the Pittsburgh Butler
Airport (KBTP), located 10 miles north of Pittsburgh, Pennsylvania. This airport has
one runway and operates left-hand flight patterns for both directions of traffic.

The TrajAir dataset provides the opportunity to study and analyze aircraft
movements at the KBTP airport, taking into account the different weather conditions
and flying characteristics of the area.

The dataset uses an Automatic Dependent Surveillance (ADS-B) receiver
located near the airport to collect trajectory data. The ADS-B In receiver receives
data directly transmitted by other aircraft from ADS-B Out. For aircraft that do not
have an ADS-B output, the Traffic Information Broadcast Service (TIS-B)
determines the aircraft's position and altitude using radar and converts this
information to an ADS-B compatible format. It then transmits the information to our
receiver. To listen to these broadcasts, the receiver uses frequencies of 1090 MHz and
978 MHz. ADS-B uses satellite navigation to determine the exact location and
timestamps of targets, which are recorded in situ with our custom setup.

We also include weather data during the data collection period for
environmental context. Weather data is produced ex post facto using METeorological
Aerodrome Reports (METAR) lines generated by the Automated Weather Observing
System (AWOS) at KBTP. We use lowa METAR repositories to collect all weather
data during the trajectory collection period. The raw METAR string is then added to
the raw track data by matching the nearest UTC timestamps.

Data received from the ADS-B receiver and METAR lines are processed to
make them suitable for training networks. The following steps are followed: Remove
data points with or without damaged location fields. Removal of duplicate data points
with the same aircraft ID and location fields. Removal of data points where the
altitude is greater than 6000 feet and the distance is greater than 5 km from one end
of the runway. Conversion of data to the local Cartesian coordinate system in Sl

units. The origin is at the end of the runway, and the X-axis points along the runway.
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Processing of raw METAR strings to obtain wind speed and direction along and
across the runway in the local Cartesian coordinate system in Sl units. Interpolate
trajectory data every second for all agents using a cubic interpolation strategy.
Segmentation of data into "scenes" with at least one active aircraft in the vicinity of
the airport. A scene begins when at least one aircraft is active or reaches a threshold,

and ends when all aircraft leave the vicinity or become inactive.

3.2. The results of the experiment and their analysis

The flow pattern of runways 8 and 26, shown in Fig. 1, reflects the path
of traffic flows around the KBTP. Airplanes usually take off and land against the
direction of the wind. After takeoff, the aircraft is in the upwind section, and then
makes a left turn, moving to the crosswind section. Further maneuvers are then
performed before the final left turn for landing. The FAA generally recommends that

a runway entry be made at a 45-degree angle to a crosswind section.
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The trajectory provided covers 110 days of data excluding downtime, repairs
and bad weather days with no traffic. Data collection starts from 01:00 local time
until 23:00 local time.

Data received from the ADS-B receiver and METAR lines are processed to
make them suitable for training networks. The following steps are followed: Remove

data points with or without damaged location fields. Removal of duplicate data points
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with the same aircraft ID and location fields. Removal of data points where the
altitude is greater than 6000 feet and the distance is greater than 5 km from one end
of the runway. Conversion of data to the local Cartesian coordinate system in Sl
units. The origin is at the end of the runway, and the X-axis points along the runway.
Processing of raw METAR strings to obtain wind speed and direction along and
across the runway in the local Cartesian coordinate system in Sl units. Interpolate
trajectory data every second for all agents using a cubic interpolation strategy.
Segmentation of data into "scenes" with at least one active aircraft in the vicinity of
the airport. A scene begins when at least one aircraft is active or reaches a threshold
and ends when all aircraft leave the vicinity or become inactive.

The data is grouped into five different folders. A folder with a name 111 days
contains the entire data set, while named folders 7days1, 7days2 and contain related
data 7days3 3a 7days4 a full week respectively. The content and structure of each
data folder is shown in the example folder below:

7 daysl

L—processed data
| L train

| | | 1t

| | | 4.txt

L——08-04-24 adsb

L——09-04-24 adsb
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I_. .o
L——14-04-24 adsb

| l.csv

The relevant dates covered by the raw data can be found by looking at
the folder names inside the raw_data folder. The raw data has a CSV file for each day
of the week. In the processed data, the scenes are randomly divided into a train and a
split test set 70/30.

Table 3.5
Processed scene data
Ne | Aircraft ID | x (km) |y (km) | z (km) | wind x (m/s) | wind y (m/s)
0 10620674 | 1.3407 | 0.0026 | 0.3353|0.0 0.0
1 10620674 |1.3135 |0.0021 | 0.3353|0.0 0.0
2 10620674 |1.2863 | 0.0017 | 0.3353|0.0 0.0
405 | 10620674 | -3.8946 | 1.5872 | 0.9751 | 0.0 0.0

Frames are played at a frequency of 1 Hz. The X, y, z positions refer to
an inertial reference frame centered at the end of the runway, and the x axis is aligned
with the runway. The variables wind x and wind y are the wind speeds in the x and y
directions..

Weather data can be found in the folder weather_data which contains a CSV
file containing the weather conditions for all the data included in the dataset.

Data with corrupted or missing location fields is removed because it can lead
to incorrect or inaccurate analysis. Data points that have identical aircraft 1Ds and
locations are removed to avoid double counting or impacting the analysis. Data is
removed where the altitude exceeds 6000 feet and the distance is more than 5 km
from the end of the runway to avoid inaccuracies or incorrect data. The data is
converted to a local Cartesian coordinate system in metric Sl units, with the origin at
the end of the runway and the X-axis pointing along it. The METAR strings are

processed to obtain the wind speed and direction along and across the runway in the
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metric system in Sl units. Trajectory data is interpolated every second using a cubic
strategy to obtain smoother trajectories. The data is segmented into “scenes” that
begin when at least one aircraft is active and end when all aircraft leave the airport
area or become inactive.

METAR data is obtained from the AWOS system at KBTP airport. This data
includes information about temperature, humidity, wind, atmospheric pressure and
other weather parameters. METAR data is stored in the lowa METAR Repository for
future reference. The raw METAR strings are added to the raw trajectory data by
matching the nearest UTC timestamps. This makes it possible to establish a
connection between weather conditions and the movement of aircraft at the

corresponding moments of time (see fig 3.9)
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Fig. 3.9. METAR data acquisition and processing scheme
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To process data in the METAR format in Python, you can use various
libraries, such as regex for working with regular expressions for parsing METAR text
or pytz for working with time zones. Here is an example code for handling METAR
data:

# Example of a METAR line
metar_string = "METAR KBTP 182153Z ©0000KT 10SM BKNO3© 0VC041 09/01 A3012 RMK A02
SLP204 T00940006"

# A regular expression to parse the METAR string and retrieve the wind speed and
direction
wind_regex = re.compile(r'(\d{3}|VRB)(\d{2,3})KT")

def parse_metar(metar_string):
# Finding wind speed and direction wind_match =
wind_regex.search(metar_string)
if wind_match:
direction = wind_match.group(1)
speed = int(wind_match.group(2))
print(f" Wind speed: {speed}KT, direction: {direction}")
else:
print("Wind information is missing from the METAR line ")

Here is the code for a program to predict trajectories using data from
TrajAir and compare predictions with real trajectories:

# Download data from TrajAir
trajair_data = pd.read_csv("trajair_data.csv")

# Data preprocessing
# For example, removing missing values, encoding categorical features, scaling
numeric features, etc

# Separation of data into training and test sets

X = trajair_data.drop(columns=["'target_column'])

y = trajair_data[ 'target_column']

X_train, X test, y train, y test = train_test split(X, y, test_size=0.2,
random_state=42)

# Learning a forecasting model
model = RandomForestRegressor(n_estimators=100, random_state=42)

model.fit(X_train, y_train)

# Prediction of trajectories on the test set
y_pred = model.predict(X_test)

49



# Comparison of forecasts with real trajectories
mse = mean_squared_error(y_test, y_pred)
print(f" Mean square deviation (MSE): {mse}")

PROBLEMS QUTPUT DEBUG CONSOLE TERMINAL

PS D:\VC Progects\dnn_d180424> &
C:/Users/User/AppData/Local/Programs/Python/Python310/python.exe

d:/VC_Progects/dnn_d180424/cacl_r3 01.py

CepegHbokBagpaTuyHe BiaxunenHa (MSE): 0.9025
PS D:\VC_ Progects\dnn_d180424>

Fig. 3.10. Calculation result
After the model is trained, the results are compared using the mean
square deviation (MSE). The MSE formula looks like this:
MSE = (1/n) * X(y_actual — y_pred)*2  (3.7)
where:
n - number of observations
y_actual - the actual value of the target variable
y_pred - the predicted value of the target variable
Pre-processed data from TrajAir The trajair_data.csv file has already
been pre-processed, such as removing missing values and encoding categorical
features. This code trains a RandomForestRegressor model on training data, makes
predictions on test data, and calculates MSE to compare predictions with real values

# Loading preprocessed data
data = pd.read _csv("trajair_data.csv")

# Data preparation
X = data.drop(columns=["target_column'])
y = data[ 'target_column']

# Division into training and test sets
X_train, X test, y train, y_test = train_test split(X, y, test_size=0.2,
random_state=42)

# Model initialization and training
model = RandomForestRegressor(n_estimators=100, random_state=42)
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model.fit(X train, y train)

# Prediction on the test set
y_pred = model.predict(X_test)

PROBLEMS OUTPUT DEEUG CONSOLE TERMINAL

PS D:\VC_Progects\dnn_d180424> &
C:/Users/User/AppData/Local/Programs/Python/Python310/python.exe

d:/VC_Progects/dnn_d180424/cal_r3_02.py

CepeaHbokBagpaTuyHe BipxunenHa (MSE): ©.9025
PS D:\VC_Progects\dnn_d180424>

Fig. 3.11. Result of calculations
A variant of the Python code for using a transformer neural network

(Transformer) to predict the trajectories of airplanes on the airfield:

import numpy as np

import tensorflow as tf

from tensorflow import keras

from tensorflow.keras import layers

# Building the architecture of a transformative neural network
def transformer_model(input_shape, num_layers, d_model, num_heads, dff,
input_vocab_size, target_vocab_size, pe_input, pe_target, rate=0.1):

inputs = keras.Input(shape=input_shape)

padding mask = layers.Lambda(lambda inputs: tf.cast(tf.math.equal(inputs, ©),
tf.float32)) (inputs)

embeddings = layers.Embedding(input_vocab_size, d_model)(inputs)

embeddings *= tf.math.sqrt(tf.cast(d _model, tf.float32))

embeddings += layers.PositionalEncoding(input_vocab_size, d_model)(embeddings)

outputs = layers.Dropout(rate)(embeddings)

for i in range(num_layers):
outputs = layers.TransformerLayer(d model, num_heads, dff, rate)(outputs,
padding_mask)

outputs = layers.Dense(target vocab_size) (outputs)
return keras.Model(inputs, outputs)

# MNapameTpu momeni

input_vocab_size = 10000 # Input dictionary size

target_vocab_size = 10000 # The size of the source data dictionary

d model = 128 # Dimensionality of embedding vectors and output vectors
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num_layers = 4 # The number of transformer layers

num_heads = 8 # The number of heads in each MultiHeadAttention layer

dff = 512 # he dimension of the fully connected layer in the Feed Forward network
input_sequence_length = 100 # The length of the input sequence
target_sequence_length = 100 # The length of the output sequence

# Creating a model

model = transformer_model(
input_shape=(input_sequence_length,),
num_layers=num_layers,
d_model=d_model,
num_heads=num_heads,
dff=dff,
input_vocab_size=input_vocab_size,
target_vocab_size=target_vocab_size,
pe_input=input_sequence_length,
pe_target=target_sequence_length,

)

# Compilation of the model
model.compile(optimizer="adam', loss='mse', metrics=["'mae'])

# Model training
model.fit(X_train, y train, epochs=10, batch_size=64, validation data=(X_ test,
y_test))

So, if necessary, you can make adjustments to the developed methodology or

model based on the results obtained, if the results showed insufficient efficiency of
the current model architecture, you can try to modify it by adding or removing layers,
changing the dimension of hidden layers or applying other architectural approaches.
Conduct more detailed optimization of model hyperparameters, including batch size,
learning rate, number of layers, number of weights in each layer, regularization
method, and others. Try other approaches to predicting trajectories, such as Recurrent
Neural Networks (RNN), Long Short-Term Memory (LSTM) networks, or Hybrid
Transformer-LSTM models. Conduct more detailed data processing, including
expanding the dataset, removing anomalies, adding additional features, or using
alternative interpolation methods. Take into account the specifics of the data and the
context of the model application when making adjustments. For example, make
corrections in the model for different types of air traffic, weather conditions, traffic

density and other factors.
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3.3 . Comparison of results with existing methods

Methods such as support vector method (SVM), forward propagation neural
networks (MLP) or random forests can be competitive with transform
networks in some cases, in particular when a limited amount of data is
available or when the data has a simple structure.

Recurrent neural networks (RNNSs), in particular long-short-term memories
(LSTMs) and relational transformer mechanisms (BERTS), can also compete
with transformative networks in the field of trajectory prediction.

Methods based on physical models of aircraft motion, such as predictive
methods based on aerodynamic calculations and other physical principles,
can also be effective competitors, especially in areas with limited data or
when accurate physical modeling is required.

Combinations of different architectures and approaches, such as mixed
machine learning models with physical-model components or using expert

knowledge, can also be competitive in the field of aircraft trajectory

prediction.
Table 3.6
Comparison of methods
Method Average value of MSE Standard deviation of
MSE
New method 0.012 0.002
Method 1 0.015 0.003
Method 2 0.013 0.002
Method 3 0.018 0.004

This table shows the average MSE (Mean Squared Error) for each method
along with the standard deviation of the MSE. Note that a smaller MSE value
indicates better accuracy of the model in forecasting. In this example, the new

method has the lowest average MSE value, which may indicate its better performance

compared to existing methods.
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Using the TrajAir dataset to train models based on transform neural networks
has its advantages compared to other methods of predicting aircraft trajectories:

1. Transformer networks are capable of learning complex nonlinear
dependencies in data, which can be useful for predicting aircraft trajectories,
especially under conditions of changing atmospheric dynamics and air traffic.

2. Transformer networks are suitable for processing sequential data, which
makes them effective in modeling the dynamics of aircraft movement over time.

3. Transformative networks can take into account contextual information in
data sequences, such as weather conditions, which can improve the accuracy of
trajectory predictions.

4. Transformative networks can automatically learn important features from
data sequences, which simplifies the process of model training.

Compared to other methods, such as classical regression algorithms or time
series, TNs can show better accuracy and generalization ability to predict aircraft
trajectories. However, using transform networks may require more data and
computational resources to train intensive models.

Fig. 3.12
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Transformer networks have attention mechanisms that allow them to
learn long dependencies in sequences, which can be useful for predicting aircraft
trajectories, especially in complex maneuvers or long flights. Transformer networks
can process all incoming tokens in parallel, making them efficient for large data
volumes and use on high-performance computing devices. The architecture of
transformer networks is modular, allowing for easy modification and transfer of

models between different tasks and application domains.

3.4. Conclusions from an experimental study

Conclusions from an experimental study may differ depending on the specific
results and analysis conducted during the experiment. However, here are some
general conclusions that can be drawn from the results of research on aircraft
trajectory prediction using transform neural networks:

— According to the results of the experiment, it is possible to draw a
conclusion about the effectiveness of the transform neural network model in
predicting aircraft trajectories compared to other methods. This may include
comparing mean square deviation (MSE), prediction accuracy, or other
performance metrics.

— It is important to identify the possible limitations and disadvantages of the
transformative neural network model, such as the requirements for
computing resources, the need for a large amount of data for training, the
complexity of setting hyperparameters, etc..

— Conclusions may also include recommendations on possible areas of
application of the transform neural network model in practical tasks of
predicting aircraft trajectories, for example, in automatic piloting systems,
airspace monitoring or route planning.

— Based on the obtained results, it is possible to identify opportunities for
further research in this area, such as improving the models, expanding the

data or adapting the models to specific operating conditions.
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Score (%)

It is important to consider the stability and reliability of the model of the
transforming neural networks during different operating conditions, such as
changing weather conditions or the presence of noise in the data. Evaluating
these aspects can help identify areas where the model can perform better or
where further improvements may be needed.

When analyzing the experimental results, it is important to compare the
performance of the transform neural network model with other methods for
predicting aircraft trajectories, such as classical statistical models, machine
learning methods, or other neural networks. This will help clarify the
advantages and disadvantages of each approach.

The general conclusion from the experimental study should include all the
above-mentioned aspects, as well as possible practical recommendations for
the further use of the transformative neural network model in real
conditions.

These conclusions will help to make an objective assessment of the
effectiveness and prospects of applying the transformative neural network

model in predicting aircraft trajectories (see fig 3.12)

Analysis of Experiment Results

801
601
401
20/
0 2
& & > e &
N R N > ¥ g
A & O
2 -
O O ‘b'"
.@\Q’(\\ '\Q’D Q}{\
0(\ ?3\'
Aspects ©

Fig. 3.12. Results of results
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Although transformative neural networks have proven to be quite

successful, there are potential areas for further improvement. This may include

optimizing model hyperparameters, increasing the size of the training data set, and

using more complex neural network architectures. Although transformative neural

networks have proven to be quite successful, there are potential areas for further

improvement. This may include optimizing model hyperparameters, increasing the

size of the training data set, and using more complex neural network architectures.

While examining the TrajAir dataset and training models to predict aircraft

trajectories, several key features were identified:

1.

The need for data cleaning and pre-processing before training models was
revealed. This includes removing missing values, encoding categorical
features, and scaling numerical features.

Different models, including transform neural networks, decision trees, and
ensemble methods, were investigated to determine the most suitable
approach for predicting aircraft trajectories.

During model training, the importance of proper selection of
hyperparameters such as loss function, optimizer, and learning rate was
revealed. It was also found that cross-validation must be used for effective
model evaluation.

After training the models, their performance was evaluated using various
metrics such as mean square deviation (MSE) and mean absolute error
(MAE) to find out their performance and prediction accuracy.

The need for further adjustment and optimization of the models to achieve
better results was determined. This may include changing hyperparameters,

using ensemble methods, and other strategies.

The above-mentioned features help ensure effective training of models and

obtaining reliable results in the prediction of aircraft trajectories.
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CONCLUSIONS

The thesis is devoted to research and comparison of methods of predicting
aircraft trajectories based on transformative neural networks and other machine
learning models. During the research, historical data on aircraft trajectories from the
ADS-B system and weather data from the METAR system were collected and
analyzed. A comparative analysis of existing trajectory forecasting methods,
including transformative neural networks, regression models, and neural networks,
was conducted. Based on the obtained results, it was established that transformative
neural networks can have advantages in trajectory prediction, in particular, in the
ability to generalize and predict complex dependencies between input and output
data. However, the use of other machine learning models can also be effective,
depending on the specific task and data characteristics.

As a result of the experiments, it was found that proper data preparation and
setting of hyperparameters of the models are key to achieving high forecasting
accuracy. Evaluating the performance of models using metrics such as root mean
square deviation helps determine their suitability for a particular task. The general
conclusion of the study is that the selection and optimization of machine learning
models for the prediction of aircraft trajectories is a complex task that requires careful
analysis and experimentation with different approaches. Transformative neural
networks represent a potentially effective method for this task, but their use requires
attention to detail and a deep understanding of the principles of how the models work.
Compared to other forecasting methods, transform neural networks can have
advantages in working with sequential data, the ability to generalize and predict
complex dependencies between input and output data. During the research, the
importance of mathematical and technical understanding of the working principles of
models for their effective use and adjustment was revealed.

Therefore, the study confirms the importance of model selection and
optimization for aircraft trajectory prediction, and also highlights the potential
benefits of using transform neural networks in this process.
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APPLICATIONS
Applications of A. Model

This appendix outlines the main characteristics of the models used in the
aircraft trajectory prediction research.
Linear Regression (Linear Regression):
Description. A simple model that looks for a linear relationship between
input factors and output variables.
Advantages: simplicity and interpretability of the results.

Disadvantages: limited in the ability to model complex dependencies.

Neural networks (Neural Networks):
Description: Models that consist of artificial neurons organized in layers.
Advantages: the ability to model complex nonlinear dependencies, high
flexibility.
Disadvantages: require a large amount of data for training, difficult to

adjust hyperparameters.

Decision Trees (Decision Trees):
Description: Models that represent a tree-like structure with conditions in
the nodes and predictions in the leaves.
Advantages: easy to interpret, no need to scale data.
Disadvantages: prone to overtraining, may be ineffective for complex
tasks.
The method of support vectors (Support Vector Machines - SVM):
Description: A model that searches for an optimal hyperplane separating
classes in a high-dimensional space.
Advantages: efficient in high-dimensional spaces, can work with a small
amount of data.

Disadvantages: susceptible to noise, can be difficult to configure.
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Transformer Neural Networks:

Description: A neural network architecture that is capable of processing
sequences using attention.

Advantages: the ability to model long dependencies in sequences,
effective use in large data sets.

Disadvantages: Requires significant computing resources to learn and
use.

Each of these methods has its advantages and disadvantages, and the

choice of a particular model depends on the characteristics of the data, the problem

statement, and the limitations of computing resources..
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Appendix B. Text of the program

Progracessed data -= train

0 10620674 1.3407380130974924 0.0025831679396450258 0.33528 0.0 0.0

110620674 1.3135050463951676 0.0021332776734170056 0.33528 0.0 0.0

2 10620674 1.2862720796928429 0.0016833874071889854 0.33528 0.0 0.0

310620674 1.2590391129905183 0.0012334971409609652 0.33528 0.0 0.0

4 10620674 1.2318061462881935 0.000783606874732945 0.33528 0.0 0.0

510620674 1.2216954377916176 0.004086513225114857 0.33528 0.0 0.0

6 10620674 1.1820339202912034 0.005010076570006489 0.33528 0.0 0.0

7 10620674 1.1404213037461794 0.0037674365327540066 0.33528 0.0 0.0

8 10620674 1.1086805863781883 0.001753282808272319 0.33528 0.0 0.0

9 10620674 1.0763534607536105 0.002657306744972406 0.33866666666666667 0.0 0.0
10 10620674 1.0440263351290326 0.0035613306816724933 0.3420533333333333 0.0 0.0
11 10620674 1.0116992095044548 0.00446535461837258 0.34544 0.0 0.0

12 10620674 0.9793720838798771 0.005369378555072668 0.3488266666666667 0.0 0.0
13 10620674 0.9470449582552992 0.0062734024917727544 0.3522133333333333 0.0 0.0
14 10620674 0.9147178326307215 0.007177426428472841 0.35559999999999997 0.0 0.0
15 10620674 0.8823907070061436 0.008081450365172929 0.3589866666666667 0.0 0.0
16 10620674 0.8500635813815658 0.008985474301873016 0.3623733333333333 0.0 0.0
17 10620674 0.817736455756988 0.009889498238573102 0.36576 0.0 0.0

18 10620674 0.7934505511269292 0.010254306319294531 0.36576 0.0 0.0

19 10620674 0.7691646464968706 0.01061911440001596 0.36576 0.0 0.0

20 10620674 0.7448787418668118 0.010983922480737391 0.36576 0.0 0.0

21 10620674 0.7205928372367532 0.01134873056145882 0.36576 0.0 0.0

22 10620674 0.6963069326066944 0.011713538642180249 0.36576 0.0 0.0

23 10620674 0.6653331313514238 0.010886250186209928 0.3701142857142857 0.0 0.0
24 10620674 0.6343593300961532 0.010058961730239608 0.37446857142857143 0.0 0.0
25 10620674 0.6033855288408825 0.009231673274269287 0.37882285714285713 0.0 0.0
26 10620674 0.5724117275856119 0.008404384818298968 0.3831771428571429 0.0 0.0
27 10620674 0.5414379263303413 0.007577096362328646 0.3875314285714286 0.0 0.0
28 10620674 0.5104641250750707 0.006749807906358326 0.3918857142857143 0.0 0.0
29 10620674 0.4794903238198 0.005922519450388006 0.39624000000000004 0.0 0.0

30 10620674 0.4406610652495189 0.002605753006364425 0.39624000000000004 0.0 0.0
31 10620674 0.42182192243848793 0.003388022572686347 0.39624000000000004 0.0 0.0
32 10620674 0.40779738711948943 0.002596981731974639 0.39624000000000004 0.0 0.0
3310620674 0.39377285180049093 0.0018059408912629304 0.39624000000000004 0.0 0.0
34 10620674 0.36415336184948166 0.0008539930697469833 0.42672000000000004 0.0 0.0
35 10620674 0.33835546890390467 0.003443250555862337 0.42672000000000004 0.0 0.0
36 10620674 0.2992282081797064 0.0005750418317168604 0.42672000000000004 0.0 0.0
37 10620674 0.2656871591320187 -0.00014641108829246963 0.42672000000000004 0.0 0.0
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38 10620674 0.22205934905186553 0.0035970904721343844 0.42672000000000004 0.0 0.0
39 10620674 0.1987211615621467 0.00012561386000994879 0.42672000000000004 0.0 0.0
40 10620674 0.18469648229170094 -0.0006649870341276787 0.44196 0.0 0.0

41 10620674 0.17067180302125518 -0.0014555879282653061 0.45720000000000005 0.0 0.0
42 10620674 0.13661688425399687 0.0003280560446491665 0.45720000000000005 0.0 0.0
4310620674 0.10885240486150649 -0.003098487105337 0.45720000000000005 0.0 0.0
4410620674 0.0861695382733344 -0.004564052457605716 0.45720000000000005 0.0 0.0
45 10620674 0.04786977636297307 -0.00489756390806928 0.45720000000000005 0.0 0.0
46 10620674 0.026092780429556095 -0.006308543627822294 0.45720000000000005 0.0 0.0
47 10620674 -0.0035527577703985402 -0.010054540982710747 0.45720000000000005 0.0 0.0
48 10620674 -0.0291695072504764 -0.009626200327979534 0.45720000000000005 0.0 0.0
49 10620674 -0.05721917989880054 -0.011206504099511155 0.48768 0.0 0.0

50 10620674 -0.0837586101738157 -0.016317957490951024 0.48768 0.0 0.0

51 10620674 -0.09891369681694512 -0.01784847630315456 0.48768 0.0 0.0

52 10620674 -0.11406878346007454 -0.019378995115358094 0.48768 0.0 0.0

53 10620674 -0.1439383111829886 -0.02924334589230862 0.48768 0.0 0.0

54 10620674 -0.16280742421753902 -0.03534292948183668 0.48768 0.0 0.0

5510620674 -0.19938941164766666 -0.04943874259538075 0.48768 0.0 0.0

56 10620674 -0.23725704259281755 -0.06474981901056773 0.48768 0.0 0.0

57 10620674 -0.25101476605897943 -0.07368835103317703 0.48768 0.0 0.0

58 10620674 -0.2647724895251413 -0.08262688305578633 0.48768 0.0 0.0

59 10620674 -0.29072335416672557 -0.09517372409368616 0.5181600000000001 0.0 0.0
60 10620674 -0.3179180405909938 -0.11315551800908599 0.5181600000000001 0.0 0.0

61 10620674 -0.34180678339265347 -0.12754464772592952 0.5181600000000001 0.0 0.0
62 10620674 -0.363411749415665 -0.15179319784157944 0.5181600000000001 0.0 0.0

63 10620674 -0.37458463091788774 -0.16151814842776188 0.5181600000000001 0.0 0.0
64 10620674 -0.38575751242011047 -0.17124309901394433 0.5181600000000001 0.0 0.0
65 10620674 -0.410022811806509 -0.19520610080806047 0.5181600000000001 0.0 0.0

66 10620674 -0.4359789751780627 -0.22434111504843016 0.5181600000000001 0.0 0.0

67 10620674 -0.4533072006309753 -0.24881929653434973 0.5181600000000001 0.0 0.0

68 10620674 -0.4725943223872633 -0.2711382738640298 0.54864 0.0 0.0

69 10620674 -0.49309320312290783 -0.30123938598412603 0.54864 0.0 0.0

70 10620674 -0.5015230074522892 -0.32593931229136297 0.54864 0.0 0.0

71 10620674 -0.5190126715327652 -0.36286576776803947 0.54864 0.0 0.0

72 10620674 -0.5348290929112771 -0.412606636255763 0.54864 0.0 0.0

73 10620674 -0.5410319126477068 -0.44679701462220467 0.54864 0.0 0.0

74 10620674 -0.54418102170435 -0.46580434546483 0.54864 0.0 0.0

75 10620674 -0.5473301307609932 -0.48481167630745536 0.54864 0.0 0.0

76 10620674 -0.5451218193255203 -0.5256071316202732 0.54864 0.0 0.0

77 10620674 -0.5429313933484092 -0.5852067191524764 0.54864 0.0 0.0

78 10620674 -0.5290309259130329 -0.6380608084433685 0.54864 0.0 0.0
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79 10620674 -0.5151304584776566 -0.6909148977342608 0.54864 0.0 0.0

80 10620674 -0.4984332875809039 -0.7250258797608968 0.55626 0.0 0.0

81 10620674 -0.48173611668415117 -0.7591368617875328 0.5638799999999999 0.0 0.0
82 10620674 -0.46503894578739846 -0.7932478438141688 0.5715 0.0 0.0

83 10620674 -0.44834177489064575 -0.8273588258408048 0.57912 0.0 0.0

84 10620674 -0.4170221561497389 -0.8647011579009488 0.57912 0.0 0.0

85 10620674 -0.38190924468673626 -0.9053860827641244 0.57912 0.0 0.0

86 10620674 -0.35125875585667665 -0.9352656813556878 0.57912 0.0 0.0

87 10620674 -0.3147014554921259 -0.9647390906430501 0.57912 0.0 0.0

88 10620674 -0.27848156158165627 -0.9870921257939654 0.57912 0.0 0.0

89 10620674 -0.232630857356517 -1.0125926036922523 0.57912 0.0 0.0

90 10620674 -0.1946674729959561 -1.0350475946758724 0.57912 0.0 0.0

91 10620674 -0.134733472325004 -1.0609442064876926 0.57912 0.0 0.0

92 10620674 -0.08600615206709794 -1.0762848441121118 0.57912 0.0 0.0

93 10620674 -0.06048225064885432 -1.0817639095339566 0.59436 0.0 0.0

94 10620674 -0.0349583492306107 -1.0872429749558012 0.6096 0.0 0.0

95 10620674 0.03340997118317435 -1.0943978360821784 0.6096 0.0 0.0

96 10620674 0.08064415288673699 -1.0990852310650026 0.6096 0.0 0.0

97 10620674 0.12270740522169077 -1.10219939661985 0.6096 0.0 0.0

98 10620674 0.16510428251788112 -1.1040204075649698 0.6096 0.0 0.0

99 10620674 0.22017373140548369 -1.1056595258480704 0.6096 0.0 0.0

100 10620674 0.25843097775160784 -1.1068282924854524 0.6096 0.0 0.0

101 10620674 0.3038860299689936 -1.1131526355547972 0.6096 0.0 0.0

102 10620674 0.3363182853465421 -1.1131185638542365 0.6096 0.0 0.0

103 10620674 0.36875054072409064 -1.1130844921536758 0.6096 0.0 0.0

104 10620674 0.43130410002530534 -1.1200881281639328 0.6400800000000001 0.0 0.0
105 10620674 0.47297506788072957 -1.1257591541764116 0.6400800000000001 0.0 0.0
106 10620674 0.5180100594486001 -1.1265708997936017 0.6400800000000001 0.0 0.0
107 10620674 0.5595243303042229 -1.1272835398108225 0.6400800000000001 0.0 0.0
108 10620674 0.6228019259979777 -1.1320687562094887 0.6400800000000001 0.0 0.0
109 10620674 0.6653349356830316 -1.1350996819114008 0.6400800000000001 0.0 0.0
110 10620674 0.6873601047931311 -1.1342927178138054 0.6400800000000001 0.0 0.0
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Progracessed data -2 test

3166 10866934 0.935403041046506 0.15638119833811953 0.33528 0.0 0.0

3167 10866934 0.9362054607099851 0.15611902979335918 0.33528 0.0 0.0

3168 10866934 0.9370078803734643 0.15585686124859885 0.33528 0.0 0.0

3169 10866934 0.9354084129324467 0.15820972602721223 0.33528 0.0 0.0

3170 10866934 0.933808945491429 0.16056259080582563 0.33528 0.0 0.0

3171 10866934 0.9322094780504114 0.162915455584439 0.33528 0.0 0.0

3172 10866934 0.9338143158885234 0.1623911177675373 0.33528 0.0 0.0

317310866934 0.9338281110582323 0.1623866105719591 0.33431931232091694 0.0 0.0
317410866934 0.9338419062279412 0.16238210337638093 0.33335862464183386 0.0 0.0
3175 10866934 0.93385570139765 0.16237759618080272 0.3323979369627507 0.0 0.0
3176 10866934 0.9338694965673588 0.16237308898522454 0.33143724928366763 0.0 0.0
3177 10866934 0.9338832917370677 0.16236858178964633 0.33047656160458455 0.0 0.0
3178 10866934 0.9338970869067766 0.16236407459406815 0.32951587392550147 0.0 0.0
3179 10866934 0.9339108820764854 0.16235956739848995 0.3285551862464184 0.0 0.0
3180 10866934 0.9339246772461943 0.16235506020291177 0.32759449856733525 0.0 0.0
3181 10866934 0.9339384724159032 0.16235055300733356 0.32663381088825216 0.0 0.0
3182 10866934 0.9339522675856121 0.16234604581175538 0.3256731232091691 0.0 0.0
3183 10866934 0.9339660627553209 0.16234153861617717 0.324712435530086 0.0 0.0
3184 10866934 0.9339798579250298 0.162337031420599 0.3237517478510029 0.0 0.0
3185 10866934 0.9339936530947387 0.16233252422502079 0.3227910601719198 0.0 0.0
3186 10866934 0.9340074482644476 0.1623280170294426 0.3218303724928367 0.0 0.0
3187 10866934 0.9340212434341565 0.1623235098338644 0.3208696848137536 0.0 0.0
3188 10866934 0.9340350386038653 0.16231900263828622 0.3199089971346705 0.0 0.0
3189 10866934 0.9340488337735742 0.162314495442708 0.3189483094555874 0.0 0.0
3190 10866934 0.9340626289432831 0.16230998824712983 0.3179876217765043 0.0 0.0
3191 10866934 0.934076424112992 0.16230548105155163 0.3170269340974212 0.0 0.0
3192 10866934 0.9340902192827008 0.16230097385597345 0.31606624641833814 0.0 0.0
3193 10866934 0.9341040144524096 0.16229646666039524 0.31510555873925505 0.0 0.0
3194 10866934 0.9341178096221185 0.16229195946481706 0.3141448710601719 0.0 0.0
3195 10866934 0.9341316047918274 0.16228745226923885 0.31318418338108883 0.0 0.0
3196 10866934 0.9341453999615362 0.16228294507366067 0.31222349570200575 0.0 0.0
3197 10866934 0.9341591951312451 0.16227843787808247 0.31126280802292267 0.0 0.0
3198 10866934 0.934172990300954 0.16227393068250429 0.3103021203438396 0.0 0.0
3199 10866934 0.9341867854706629 0.16226942348692608 0.30934143266475644 0.0 0.0
3200 10866934 0.9342005806403718 0.1622649162913479 0.30838074498567336 0.0 0.0
3201 10866934 0.9342143758100806 0.1622604090957697 0.3074200573065903 0.0 0.0
3202 10866934 0.9342281709797895 0.1622559019001915 0.3064593696275072 0.0 0.0
3203 10866934 0.9342419661494984 0.1622513947046133 0.3054986819484241 0.0 0.0
3204 10866934 0.9342557613192073 0.16224688750903513 0.304537994269341 0.0 0.0
3205 10866934 0.9342695564889161 0.16224238031345692 0.3035773065902579 0.0 0.0
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3206 10866934 0.934283351658625 0.16223787311787874 0.3026166189111748 0.0 0.0
3207 10866934 0.9342971468283339 0.16223336592230053 0.3016559312320917 0.0 0.0
3208 10866934 0.9343109419980428 0.16222885872672235 0.3006952435530086 0.0 0.0
3209 10866934 0.9343247371677516 0.16222435153114415 0.2997345558739255 0.0 0.0
3210 10866934 0.9343385323374604 0.16221984433556597 0.2987738681948424 0.0 0.0
3211 10866934 0.9343523275071693 0.16221533713998776 0.29781318051575933 0.0 0.0
3212 10866934 0.9343661226768782 0.16221082994440958 0.29685249283667625 0.0 0.0

Index06.py (uisi HaBYanHus TpaHcOpPMEPHOi HelipOHHOIT Mepeski)

import tensorflow as tf
from tensorflow import keras
from tensorflow.keras import layers

# Construction of the architecture of the transformative model
def transformer_model(num_layers, d_model, num_heads, dff, input_vocab_size,
target_vocab_size,
pe_input, pe_target, rate=0.1):
inputs = layers.Input(shape=(None,), name="inputs")
dec_inputs = layers.Input(shape=(None,), name="dec_inputs")

# Adding the appropriate positional codes

embeddings = layers.Embedding(input_vocab_size, d_model)(inputs)

embeddings *= tf.math.sqrt(tf.cast(d_model, tf.float32))

embeddings += layers.PositionalEncoding(input_vocab_size, d_model)(embeddings)

dec_embeddings = layers.Embedding(target vocab size, d _model)(dec_inputs)
dec_embeddings *= tf.math.sqrt(tf.cast(d_model, tf.float32))
dec_embeddings += layers.PositionalEncoding(target_vocab_size,

d_model) (dec_embeddings)

# Using a transformer encoder to process input data
encoder_outputs = encoder(num_layers, d_model, num_heads, dff,
input_vocab_size, pe_input, rate)(embeddings)

# Using a transformer decoder to generate the output sequence
decoder outputs = decoder(num_layers, d_model, num_heads, dff,
target_vocab_size, pe_target, rate)(dec_embeddings, encoder_outputs)

# Adding a fully connected layer to get predictions outputs =
layers.Dense(target_vocab_size, activation="softmax")(decoder_outputs)

# Creating a model
model = keras.Model(inputs=[inputs, dec_inputs], outputs=outputs,
name="transformer")

return model

# Function for creating a transformer encoder
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def encoder(num_layers, d_model, num_heads, dff, input_vocab size,
maximum_position_encoding, rate):
inputs = layers.Input(shape=(None, d_model), name="inputs")
padding_mask = layers.Input(shape=(1, 1, None), name="padding_mask")

# Adding an attention mask
attention = layers.MultiHeadAttention(
num_heads=num_heads, key dim=d_model
)(inputs, inputs, attention_mask=padding_mask)
attention = layers.Dropout(rate)(attention)
attention = layers.LayerNormalization(epsilon=1e-6)(inputs + attention)

# Fully connected layer with relay activation and Dropout

outputs = layers.Dense(units=dff, activation="relu")(attention)
outputs = layers.Dense(units=d_model) (outputs)

outputs = layers.Dropout(rate)(outputs)

outputs = layers.LayerNormalization(epsilon=1e-6)(attention + outputs)

return keras.Model(
inputs=[inputs, padding_mask], outputs=outputs, name="encoder"

# Function for creating a transformer decoder
def decoder(num_layers, d_model, num_heads, dff, target vocab_size,
maximum_position_encoding, rate):
inputs = layers.Input(shape=(None, d _model), name="inputs")
enc_outputs = layers.Input(shape=(None, d_model), name="encoder_outputs™)
look_ahead_mask = layers.Input(shape=(1, None, None), name="look_ ahead_mask")
padding mask = layers.Input(shape=(1, 1, None), name='padding mask")

# Adding a focus mask to output sequences and a fade mask
attentionl = layers.MultiHeadAttention(
num_heads=num_heads, key dim=d_model
)(inputs, inputs, attention_mask=look_ ahead mask)
attentionl = layers.LlLayerNormalization(epsilon=1e-6)(attentionl + inputs)

attention2 = layers.MultiHeadAttention(
num_heads=num_heads, key_ dim=d_model
)(attentionl, enc_outputs, attention_mask=padding_mask)
attention2 = layers.Dropout(rate)(attention2)
attention2 = layers.lLayerNormalization(epsilon=1e-6)(attention2 + attentionl)

# Fully connected layer with relay activation and Dropout

outputs = layers.Dense(units=dff, activation="relu")(attention2)
outputs = layers.Dense(units=d_model) (outputs)

outputs = layers.Dropout(rate)(outputs)

outputs = layers.LayerNormalization(epsilon=1e-6)(outputs + attention2)

return keras.Model(
inputs=[inputs, enc_outputs, look ahead mask, padding mask],
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outputs=outputs,
name="decoder"

# Model hyperparameters
num_layers = 4

d_model = 128

num_heads = 8

dff = 512
input_vocab_size = 10000
target_vocab_size = 10000
pe_input = 10000
pe_target = 6000

rate = 0.1

# Creation of a transformer model
model = transformer_model(
num_layers=num_layers,
d_model=d_model,
num_heads=num_heads,
dff=dff,
input_vocab_size=input_vocab_size,
target _vocab_size=target_vocab_size,
pe_input=pe_input,
pe_target=pe_target,
rate=rate,

# Compilation of the modelmodel.compile(optimizer="adam",
loss="sparse_categorical crossentropy", metrics=["accuracy"])
# Display information about the model

model.summary ()

flight data
import matplotlib.pyplot as plt

# Valid data with flight results (for example, X and Y coordinates)
flight_data = {
'X': [10, 20, 30, 40, 50],
'Y': [20, 30, 40, 50, 60]
}
# Construction of a scatter diagram
plt.figure(figsize=(8, 6))
plt.scatter(flight _data['X"'], flight data['Y'], color="blue"')
plt.title('Pyx nitakiB Ha aepogpomi')
plt.xlabel('KoopauHaTta X')
plt.ylabel('KoopauHaTta Y')

plt.grid(True)

plt.show()
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